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Abstract—Humanity has used elections as a decision-making 

mechanism since they began to live as a community. With the 

development of technology, election system technologies have 

evolved. It is expected that it will comply with democratic 

criteria when designing electoral systems. The election systems 

that are widely used today have disadvantages in various 

aspects. Blockchain technology, which increases its importance 

day by day, has the features that will change the processes in 

many areas. It is generally associated with digital money 

because of its successful practices in the financial field. But the 

potential of this technology is far beyond that. In this study, a 

model suitable for modern and democratic criteria is presented 

by utilizing the benefits of blockchain technology. 

Keywords-blockchain; e-voting; blockchain based e-voting 

I.  INTRODUCTION 

The election is the way in which a specific community 
vote by means of voting by the public authorities, or the 
acceptance or rejection of political proposals. Although 
elections were held in Ancient Greece and Rome, the origins 
of the elections in the modern world emerge as the gradual 
selection of representative governments in Europe and North 
America, starting in the 17th century (1). The methods used in 
the modern world are paper ballots, lever voting machines, 
punched card voting, optical mark-sense voting, direct 
recording electronic voting, and online voting (2). Traditional 
methods are used worldwide for many years. On the other 
hand, electronic-based applications have been implemented in 
recent years. The first country-wide internet election system, 
where citizens used their national identity cards over the 
Internet, was used by Estonia for municipal elections in 2005. 
Similarly, Norway used the remote electronic electoral system 
in 2011 in country council elections (3). 

Blockchain can be considered as a distributed digital 
registry, which is constantly updated by countless users, is 
almost impossible to corrupt, and can be viewed by all users 
involved in the network, keeping all transactions from past to 
present. Bitcoin, which can be considered as the first version 
of the activated blockchain technology, was mentioned by 
Satoshi Nakamoto on October 31, 2008, in a technical paper 
titled Bitcoin: A peer-to-peer electronic cash system (4).  

In the following part of this paper, the requirements of a 
democratic and modern electoral system have been revealed. 
Then, a blockchain based electronic election model has been 

developed to satisfy the requirements. While creating the 
model, auxiliary models were used in areas where blockchain 
technology was inadequate. At the end of the paper, 
conclusions and recommendations are presented. 

II. ELECTION REQUIREMENTS 

Election processes are carried out by countries or 
institutions in a system by determining the laws/rules. These 
rules determine the requirements of the electoral system be 
implemented and set the standards for the whole process. Each 
country or institution sets its own laws/rules for the electoral 
processes, which makes it difficult to establish a set of 
universal election standards. However, when the studies of 
laws, practices and related institutions are examined, 
generally agreed and universal election standards can be 
determined. 

The Republic of Turkey, 298 on the second article of the 
law is subject election principles. According to this article (5); 
elections shall be held in accordance with the principles of 
free, equal and one suffrage, the voter marks the ballot itself, 
the vote is given in secrecy, counting, casting, and processing 
of the votes are made explicitly. 

In 2006, the Commonwealth of Independent States, 
published by the European Commission for Democracy 
Through Law, Venice Commission, stated the requirements 
for election standards and electoral processes (6). The items 
that are relevant and agreed on the electoral systems are 
universal suffrage, equal voting rights, secret ballot, clear and 
transparent elections. According to these articles; every 
citizen has the right to vote and has the right to vote equally. 
Voters may vote invalid. Voters must have equal access to 
voting. The votes are hidden and used without any pressure. 
Elections should be clear and transparent. 

The following standards and recommendations regarding 
the voting are set out in the Using International Election 
Standards prepared by the Council of Europe (7); 
confidentiality should be ensured during the entire voting 
process and in particular during the voting, extra voting and 
any control over the vote of another elector must be 
prohibited, voting centers should be accessible to disabled 
voters and their designs should be appropriate. 

As a result, a well-designed electoral system can be 
considered as follows; ensuring that all voters have equal and 
one voting right, prevention of voting by proxy, secret 
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balloting, equality of access to all voters, monitoring of an 
open and transparent method in counting and processing of 
votes, the election results cannot be tracked until the voting 
process is over, finding a backup of the votes and re-counting, 
no change can be made on ballot papers, be audible and 
reliable. 

III. BLOCKCHAIN BASED E-VOTING MODEL 

In developing a blockchain based e-voting model, election 
requirements, actors in the election process, the duties and 
responsibilities of the actors and the performance criteria that 
the blockchain technology should provide are taken into 
account. The model consists of three stages: Installation, 
Voting, Counting of Votes and Announcement of Results.  

 

 
Fig. 1.  Blockchain voting topology. 

A. Installation 

At this stage, the regulatory institution installs the 
blockchain network. Some of the nodes in the blockchain 
network will be owned by the regulatory authority, while 
others will be owned by political parties. In this way, every 
political party that joins the election will have a say in the 
approval of the vote together with the regulatory body. At this 
point, any actor should be careful not to reach the number of 
nodes that would jeopardize the integrity of the network. For 
example, if BFT is chosen as a consensus model, it should be 
ensured that any actor's node ownership rate never exceeds 
%33 (8).  

B. Voting 

At this stage, votes are given. First, the voter goes to the 
ballot box and the officer in charge gives him the public key 
in a closed envelope that he will use to encrypt the vote. Then 
he heads to the voting machine. It first reads the identity card 
and determines whether the voter has the right to vote. When 
determining the right to vote, whether or not to vote before by 
reading from the chain. He then re-authenticates himself with 
biometric data. Two-step verification with biometric data 
prevents proxy voting. He then marks the vote and machine 
reads the given public key. At this point, the vote is encrypted 
with this public key. The voter can check whether the vote is 
counted after voting with the same public key. The next step 
is the confirmation with the blind signature. 

 

C. Counting of Votes and Announcement of Results 

The last stage is the counting of votes and the 
announcement of the results. This stage starts after the voting 

process is over. First, it starts with revealing the corresponding 
private key pairs of public keys that voters have used to 
encrypt their votes when voting. These key pairs are held in 
the blockchain. A rule is added to the smart contract to secure 
these keys. According to this rule, after the voting process, the 
relevant keys can be read. The votes that have been encrypted 
are resolved by the corresponding private key used in the 
encryption and the actual values are read. At this stage, voters 
can check whether their votes are counted by a client 
application provided by the regulatory body. After the actual 
values of the votes are resolved, the counting of votes begins. 
After the vote counting process is completed, the candidates / 
political parties who win the election according to the rules 
specified by the law are determined and announced. The rules 
do not need to be executed through smart contracts. According 
to the values of the votes can be carried out by the regulatory 
agency. The values of the votes can be provided in a 
blockchain network because it is clearly visible to all 
participants.  

IV. CONCLUSION AND RECOMMENDATIONS 

In this study, a blockchain based electronic election 
system has been developed. By using the features of 
blockchain technology, the model that will provide the 
election requirements has been shown. Cryptographic 
methods such as blind signature were used in areas where 
blockchain technology was inadequate. In this way, a reliable 
and transparent model that provides election requirements has 
been introduced.  

A. Suggestions 

The presented model is very safe due to the advantages of 
blockchain technology. However, this situation involves the 
processes after the votes are written to the chain. The security 
of the client machines in the model is the biggest problem. In 
future studies, standards can be established to ensure that these 
machines are reliable. 

The backup of the votes is available on all nodes that are 
joined to the network. Therefore, technically no other backup 
is needed, but it is unlikely for the public and stakeholders to 
fully understand the blockchain technology. In this case, the 
confidence in the proposed model may be reduced. In order to 
prevent this, digitally signed voting papers by the voting 
machines can also be included in the election process. 

Tens of millions of voters vote in the general elections. 
This number may also rise to hundreds of millions in some 
countries. It is important to make sure that blockchain 
technology can handle this heavy throughput load. 
Performance criteria can be determined in future studies and 
it can be investigated whether blockchain technology can 
provide these criteria. 
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Abstract— An exact analytical solution is presented 
for the problem of electromagnetic transmission by a 
sheath helix surrounded by a perfectly conducting 
envelope. The region between the sheath and the 
envelope is filled with a homogeneous dielectric. 
Computed results are the axial propagation constant 
(β) and the field distributions. These exact results are 
compared with approximate results in the literature 
which assume identical radial wavenumber (γ) for the 
region inside and outside the sheath. As expected, the 
difference between our results and the approximate 
results in the literature becomes important when the 
dielectric constant of dielectric is large. 
Keywords— Traveling wave tubes, sheath helix, slow 
wave structure. 

I. INTRODUCTION 
Slow wave structures (SWSs) are among the primary 

components of traveling wave tubes (TWTs). TWTs 
have been extensively studied [1] – [4]. Practical helix 
design poses a complex electromagnetic problem. Sheath 
helices are an approximation of actual helices. It is a 
circular cylindrical surface of negligible thickness with 
infinite conductivity in the winding direction and zero 
conductivity perpendicular to the winding direction.  

II. METHODOLOGY 
Figure 1 shows geometry of the sheath helix enclosed 

in a metal envelope. In this study, we are interested in 
electromagnetic waves propagating in the z-direction. 
That is, the field phasors vary as 𝑒−𝑗𝛽𝑧, where β is the 
axial propagation constant. The total field can be written 
as the sum of a TM and a TE field. We therefore let  

 
𝐸𝑧 =  𝐴𝑛𝐼𝑛(𝛾𝑟)𝑒−𝑗𝛽𝑧𝑒𝑗𝑛𝜙 + 𝐵𝑛𝐾𝑛(𝛾𝑟)𝑒−𝑗𝛽𝑧𝑒𝑗𝑛𝜙 (1) 

 
where the 𝐼𝑛 and 𝐾𝑛 are the modified Bessel functions of 
the first and second kinds, respectively. The orders n of 
these functions is taken to be an integer because the 
whole 0 < 𝜙 < 2π region is included in the field space. 

Inside the sheath helix, the coefficient 𝐵𝑛 must be zero 
because 𝐾𝑛  
 
is unbounded at r = 0. The z-component of the electric 
and magnetic fields for the region inside (0 < r < a) and 
outside (a < r < b) the helix for n = 0 are as follows.  
 

𝐸𝑧𝑖 =  𝐴𝑜𝐼𝑜(𝛾𝑖𝑟)𝑒−𝑗𝛽𝑧 
 

𝐸𝑧𝑜 = [𝐶𝑜𝐼𝑜(𝛾𝑜𝑟) + 𝐷𝑜𝐾𝑜(𝛾𝑜𝑟)]𝑒−𝑗𝛽𝑧 
 

𝐻𝑧𝑖 =  𝐵𝑜𝐼𝑜(𝛾𝑖𝑟)𝑒−𝑗𝛽𝑧 
 

𝐻𝑧𝑜 = [𝐸𝑜𝐼𝑜(𝛾𝑜𝑟) + 𝐹𝑜𝐾𝑜(𝛾𝑜𝑟)]𝑒−𝑗𝛽𝑧 
 

𝛾𝑖2 =  𝛽2 −  𝑘𝑖2 
 

𝛾𝑜2 =  𝛽2 −  𝑘𝑜2 
 
where 𝑘𝑖 =  𝜔 �𝜀𝑜𝜇𝑜 , 𝑘𝑜 =  𝑘𝑖√𝜀𝑟  . The superscript o 
refers to region outside the sheath, the superscript i 
refers to region inside the sheath, a is the radius of the 
helix, and b is the radius of the metal envelope. The 
radial propagation constant inside and outside the helix 
is denoted by 𝛾𝑖 and 𝛾𝑜, respectively. Other field 
components can be written in terms of z-component of 
the  

Fig. 1: The original problem. 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 
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fields. In literature [4], 𝛾  is assumed to be the same for 
the interior and exterior regions of the helix ( 𝛾𝑖 =  𝛾𝑜 =
 𝛾 ) but in general the radial propagation constant should  

 
be different in the two regions. The boundary conditions 
at the helix and dielectric interface (r = a) are given by 
 

𝐸||
𝑖 = 0 

 
𝐸||
𝑜 = 0 

 
𝐻||
𝑖 = 𝐻||

𝑜 
 

𝐸𝑧𝑖 = 𝐸𝑧𝑜 
 
and at the metallic envelope (r = b), they are; 
 

𝐸𝑧𝑜 = 0 
 

𝐸𝜙𝑜 = 0 
The fields in (8) - (10) are parallel to winding direction. 
Using the above six boundary conditions, we obtained 

six  
homogeneous equations for the six unknowns. 

III. RESULTS AND DISCUSSIONS 
By solving the equations, various parameters such as 

propagation constant, electric field components, and 
phase velocity are computed. The result for different 
values of dielectric constant is computed and compared 
with the literature [4]. From Fig. 2 it is observed that the 
difference in the value of β is large if the value of the 
dielectric constant is high. The z-component of the 
electric field is shown in Fig. 3. The comparison of the 
phase velocity for 𝜖𝑟 = 5.12 with the available literature 
[4] is shown in Fig. 4. More results will be presented 
during the conference. 

IV. CONCLUSION 
A sheath helix enclosed in a metal envelope is studied. 

Axial propagation constant, phase velocity, and field 
distribution are computed and compared with published 
literature. It is observed that for high dielectric constants 
the difference in β values is high which results in a 
considerable change in the phase velocity and hence the 
performance of the SWS. 

REFERENCES 
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Fig. 3: Propagation constants for different dielectrics. Fig. 2: Comparison of phase velocity for 𝜖𝑟 = 5.12. 

Fig. 4: z-component of electric field. 
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Abstract— Road accidents are a major cause of human 
injuries and fatalities. Their analysis helps to increase the 
awareness of traffic security importance. In this paper useful 
information has been extracted from two road accident datasets, 
sourced from Fatality Analysis Reporting System in the United 
States of America, using data mining techniques. Naïve Bayes 
and C4.5 Decision Tree techniques were applied to form several 
predictions. Studious examination was performed on majority of 
the factors that affect road accidents, i.e. human factors and 
environmental factors. The goal of the research is to try to 
improve safety and reduce hazards on the roads. 

Keywords—road accidents, FARS, injury severity, fatality, data 
mining, machine learning, classification, Naïve Bayes, C4.5 
Decision Tree  

I.  INTRODUCTION 
Accidents are one of the biggest public health threats in the 

world [1]. It is estimated by World Health Organization that 
1.2 million deaths and 50 million injuries worldwide are 
caused by road traffic accidents each year. The cost of these 
deaths and injuries has a tremendous impact on the social and 
economic development of a location or country [2]. Hence, 
attempts to improve travels’ safety and to reduce hazards of 
road accidents through development and application of traffic 
safety programs are essential tasks. What is still considered by 
the traffic experts is to identify the factors affecting the 
incidence or severity of an occurred crash [3]. Road accidents 
occur as the result of one, or more than one of the following 
factors: 

• Human factors 

• Vehicle factors 

• Road and environment factors 

Human factors are described as that which the person did, 
or did not do at the time of the accident. Vehicle factors refer 
to design or mechanical faults of a vehicle. Road environment 
factors include all aspects of road design and maintenance, 
construction work, weather conditions and problems with 
signage and lighting [4]. Road safety of the 21st century has 
become a matter of complexity, apart from some residual 
extreme cases showing atypical accident patterns [5].  

Data-led diagnosis plays a pivotal role in achieving a 
sustainable road safety improvement and addressing several 
road safety management problems [6]. Most of the road 
accident data analysis are done by the data mining processes 
such as feature selection, clustering and classification to 
identify factors that affect the severity of an accident [7]. 
Applying data mining techniques to model traffic accident 
data records can help to understand the characteristics of 
drivers’ behavior, roadway condition and weather condition 
that are causally connected with different injury severity. 
These can help decision-makers to formulate better traffic 
safety control policies [8]. Data mining has been defined as 
the non-trivial extraction of previously unknown, implicit and 
potentially useful information from data. Via mining the data 
of road traffic accident, we can analyze accident 
distinctiveness in multiangles, multi-level and more 
comprehensive way, and discover potential for reduction of 
accidents [9]. There are a number of Data Mining 
classification algorithms available (like a Random tree, C4.5, 
Random forest, CART and Naïve Bayes) to predict the target 
class by analyzing the training dataset to get better boundary 
conditions which can be used to determine each target class 
[10].  

The classification algorithms require reliable source of 
dataset in order to make trustworthy predictions. One of such 
sources is National Highway Traffic Safety Administration 
(NHTSA). One of the primary objectives of the NHTSA is to 
reduce the staggering human toll and property damage that 
motor vehicle traffic crashes impose on our society. Accurate 
data are required to support the development, implementation, 
and assessment of highway safety programs aimed at reducing 
this toll. NHTSA uses data from many sources, including the 
Fatality Analysis Reporting System (FARS). Providing data 
about crashes, the FARS is used to identify highway safety 
problem areas, provide a basis for regulatory and consumer 
information initiatives, and form the basis for cost and benefit 
analyses of highway safety initiatives [11].  

The endeavor of this study is to investigate the 
performance of classification methods using machine learning 
techniques. Besides that, the goal is to make predictions of the 
future events and to hopefully increase awareness of the 
importance of traffic participants’ behavior. 
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II. LITERATURE REVIEW 
This section discusses various studies which have been 

conducted to emphasize the use of classification algorithms 
and feature selection in predicting factors that cause road 
accidents. 

ID3 Decision Tree technique that predicts causes of 
accidents and accident prone locations on highways has been 
presented in [12]. Using machine learning algorithms to 
analyze accident data collected on Lagos-Ibadan road, it was 
found that Decision Tree can accurately predict the causes of 
accidents and accident prone locations along the road. 

In [13], it has been revealed that the accuracy of Naïve 
Bayes classifier performed better than various Decision Tree 
algorithms, and hence, Naïve Bayes algorithm can act as an 
optimal algorithm for the accident prediction system. It proved 
to be optimal when lesser attributes are utilized. 

The crash data from the records in [14] was used to study 
hundreds of drivers who were involved in traffic crashes on 
the main two-lane two-way rural roads of Iran. The results 
indicated that seat belt is the most important factor associated 
with injury severity of traffic crashes and not using it 
significantly increases the probability of being injured or 
killed. 

Some researchers studied the relationship between drivers’ 
age, gender, vehicle mass, impact speed or driving speed 
measure with fatalities [15, 16]. 

III. MATERIALS AND METHODS 
According to the National Highway Traffic Safety 

Administration, 30,000 deaths in the USA are caused by 
automobile accidents annually. Oftentimes fatalities occur due 
to a number of factors such as driver carelessness, speed of 
operation, impairment due to alcohol or drugs, and road 
environment. Some studies suggest that car crashes are solely 
due to driver factors, while other studies suggest car crashes 
are due to a combination of roadway and driver factors [17]. 
The majority of the possible causes are investigated through 
datasets. 

Two real-world datasets that are related to each other were 
used in the research for the sake of greater statistical power 
and comparison. The datasets are retrieved from two public 
data sources: Knowledge Extraction based on Evolutionary 
Learning (KEEL) and Open Data Soft. Both of these datasets 
originate from FARS data system, which is designed and 
developed by NHTSA’s National Center for Statistics and 
Analysis. The data was collected from the 50 U.S. states for 
one year period. 

The first dataset contains 99,759 instances described by 14 
attributes (all of them being nominal. This dataset emphasizes 
the effect of human factor on road accidents. The class 
attribute describes the severity of the injury with the degrees 
of its intensity as:  

• no injury 

• possible injury 

• non-incapacitating injury 

• incapacitating injury 

• fatal injury. 

The attributes of the first dataset are listed in Table I. 
Majority of them show who the person is or what the person 
did or did not do at the time of the accident, so they are human 
related. 

TABLE I.  ATTRIBUTES OF THE FIRST DATASET 

Dataset 1 
(Human factor) 

 1. State 
 2. Gender 
 3. Person Type 
 4. Seating Position 
 5. Restraint 
 6. Air Bag 
 7. Ejection 
 8. Extrication 
 9. Alcohol Involvement 
10. Alcohol Test 
11. Hispanic Origin 
12. Taken to Hospital 
13. Race 
14. Class 

 

The second dataset contains 32,166 instances described by 
10 attributes (9 nominal and 1 numeric). This dataset 
emphasizes the effect of environmental factors on road 
accidents. The class attribute provides the information about 
the number of fatalities by numbers starting from 1 to 10. 

The attributes of the second dataset are shown in Table II. 
Some of them represent the weather conditions and some 
represent the period at which the accident happened, which is 
why they are environment related.  

TABLE II.  ATTRIBUTES OF THE SECOND DATASET 

 

 

 

 

 

 

 

 

 

The first dataset basically deals with all kinds of injuries, 
from no injuries to fatal ones, while the second dataset deals 
with the fatal injuries only.  

Dataset 2 
(Environmental factor) 

 1. State 
 2. No. of Persons in Vehicle 
 3. Day 
 4. Month 
 5. Day in the Week 
 6. Hour 
 7. Land 
 8. Weather 
 9. Drunk Drivers 
10. Class 
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Both datasets are relatively big, thus hard to preprocess. 
Preprocessing is the most complicated, but the most important 
step in data mining. It highly affects the performance of the 
mining techniques. The goal was to achieve the success rate of 
the classification techniques as high as possible. Different 
combinations of attributes were tested, and the ineffective 
attributes were removed. If the data is not perfect, and if it is 
also abundant, it is hard to detect the instances that provoke 
the decrease of the success rate. Those may be the outliers, the 
duplicate values, etc.  

IV. CLASSIFICATION METHODS 
Classification belongs to the category of supervised 

learning, where machine learns based on provided input and 
output data and creates a model for the future predictions of 
output data for which only the input data is provided. The two 
datasets (tested separately) were split in training and testing 
set in ratio 66% and 34% respectively, which is usually 
considered as optimum split. The prediction model was built 
based on the training set, and the success rate was determined 
based on the testing set. The flow of the classification 
technique can be seen in Figure 1. 

 

Fig. 1. Classification technique flow 

Among many available classification methods, the two 
classification methods that resulted in highest success rate are 
Naïve Bayes and C4.5 Decision Tree. The popularity of Naïve 
Bayes classifier has been increased and it is being adopted by 
many researches because of its simplicity, computational 
efficiency, and its good performances for real-world problems 
[9]. Decision Trees are one of the most powerful directed data 
mining techniques because they can be used on such a wide 
range of problems and they produce models that explain how 
they work [18]. The success rates of the classifiers can be seen 
in Table III. C4.5 Decision Tree method performed better with 
both datasets, while Naïve Bayes method has taken less time 
to build the model.   

TABLE III.  SUCCESS RATES OF THE CLASSIFICATION TECHNIQUES 

 Naïve Bayes C4.5 Decision Tree 
Correctly 
classified 
instances 

Time 
taken to 
build the 

model 

Correctly 
classified 
instances 

Time 
taken to 
build the 

model 
Dataset 1 
Human factor 80.15 % 0.35 sec 80.72 % 4.55 sec 

Dataset 2 
Environmental factor 92.18 % 0.02 sec 92.53 % 0.23 sec 

V. RESULTS 
The most interesting relations between data and the class 

attributes will be mentioned in the following paragraphs. The 
first dataset, which is mostly related to human factors, has 5 
attributes that describe the degree of the injury, which will be 
presented in blue, red, green, grey and pink from no injury to 
fatal injury respectively. The other dataset, which is mostly 
related to environmental factors, states the number of fatalities 
from 1 to 10, colored in blue, red, green, etc. Since the number 
of fatalities greater than 3 is very rare, those can be hardly 
seen in the figures. 

The common attribute for the both sets was “State” 
attribute. Though the data for the sets was not collected in the 
same year, the dependencies of place (state) of the accident 
and the class attributes (injury severity and number of 
fatalities) resulted in the same graph. Namely the three states, 
Texas, California and Florida, were the most endangered ones 
when it comes to accidents according to both datasets. The 
same layout of the results can be seen in Figure 2. 

 

Fig. 2. State attribute dependency for dataset 1 (up) and dataset 2 (down) 

Based on the results obtained from the first dataset, it can 
be concluded that males are the ones that get injured more 
frequently. However, the degree of injury is distributed the 
same among both genders. Further on, the person type that 
gets injured most usually are the drivers. Pedestrians get 
injured less often, but their injuries are most often fatal. The 
drivers seating position was proved to be the most dangerous 
one, followed by the front seat right side, followed by the left 
and right seat in the back (that are equally dangerous), and 
followed by the middle seat in the back which is the safest one 
in the vehicle. The usage of the restraint belt does not affect 
the occurrence of the road accident, as the number is almost 
equal, but it highly affects the degree of the injury, as the 
shoulder belt prevents fatal injuries, which can be seen in 
Figure 3.  

 

Fig. 3. Restraint influence (1st bar-no belt, 2nd bar-lap and shoulder belt) 
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The results from the second dataset bring to a conclusion 
that some environmental factors are more likely to lead to a 
fatal injury, with one or more death persons. For example, as 
the number of the people in the vehicle increases, the number 
of the fatal injuries decreases. The reason may be that more 
people mean more responsibility and less chance to fall asleep. 
The smallest number of fatal injuries happens in February, 
probably because it is shorter than other months and because 
people are more cautious due to bad weather conditions. 
According to the results, the periods of the day with the most 
frequent fatal crashes are 5, 6, and 8 p.m., probably because of 
the darkness, traffic jam and fatigue. The weather condition 
that can be highly related to the big number of fatal crashes is 
the clear weather. 73% of the total number of fatal accidents 
happens during the clear weather, 23% happen during the 
cloudy or rainy weather, while snowy, foggy and other 
weather conditions are related to a small number of fatal 
crashes, which can be seen in Figure 4. 7% of the total fatal 
accidents end up with more than 1 fatality. 

 

Fig. 4. Weather influence (1st bar-clear, 2nd bar-cloudy, 3rd bar-rainy, 4th bar-
other) 

VI. CONCLUSION AND DISCUSSION 
Attempts were made to discover the role of human factor 

and environmental factor in severity of road crashes and 
number of fatalities based on Naïve Bayes and C4.5 Decision 
Tree. The ability of those two techniques as data mining 
techniques on predicting severity of road crashes were 
investigated. While C4.5 Decision Tree has provided better 
results, Naïve Bayes was faster in building the model. The 
results revealed that “gender”, “person type”, “seating 
position”, and “restraint” attributes were related to the degree 
of injury. Weather conditions, as well as period of day were 
related to the number of fatalities. Number of persons in the 
vehicle is negatively correlated to number of fatalities. 

 
In this paper, the research was extended in terms of 

attributes. Almost all possible factors that affect the road 
accident were taken into consideration. Further on, the class 
attributes were including both fatal and non-fatal injuries. The 
ability of predicting fatal and non-fatal injury is very 
important since drivers’ fatality has the highest cost to society 
economically and socially. The usage of two dataset helped 
producing more accurate results, and compare which of the 
two were more suitable for data mining techniques, that is 
which performed better.  

 

Though there were no missing values in the datasets, many 
data were marked as “unknown”. If that data was available, it 
might help improving the models’ performance. The attribute 
selection plays a great role in success rate, and the variations 
in that area could improve the results.  

 
All in all, the results are satisfying. Information obtained 

from the research was based on the real-life data and actions 
of road accident prevention could be constructed from it.  
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Abstract—In this paper, the design, and optimization of 
lightweight, compact-size and broadband double-ridged horn 
antenna (DRHA) for 2-6 GHz is presented. The desired antenna 
consists of several parts like feed section design, ridged part 
design, waveguide section design. Firstly, the antenna is designed 
according to determined antenna parameter values. Then, these 
antenna parameters are optimized to obtain the best antenna 
performance in terms of gain, frequency range and Voltage 
Standing Wave Ratio (VSWR). The modeled antenna geometry is 
simulated by using a commercially available 3D EM 
(electromagnetic) software program. Finally, the antenna is 
fabricated and measured.  

Keywords—Antenna, double-ridged horn, broadband 
lightweight,  

I. INTRODUCTION  
Antennas which have broadband, ultra-wideband, and high 

gain properties are very important for microwave and 
millimeter wave applications, electromagnetic compatibility 
testing, and standard measurements [1]. One of the most 
common antenna types that provide these properties and studied 
recently is DRHA. These antennas also offer unique 
characteristics like directivity, low VSWR, acceptable half-
power beam-width over the entire frequency band, easy 
feeding, relatively simple construction and excellent peak 
power handling capability [2]. 

Almost all of DRHA’s performance, such as broad 
bandwidth, directivity, low VSWR etc. depends on its physical 
geometry. Ridged Structure geometry is the most significant 
part of the antenna that affects antenna performance [3]. There 
have been numerous antenna studies on this topic both 
scientifically and commercially. However, commercially 
available antennas have bulky geometry and heavyweight. For 
size and weight reduction of the antenna, several studies have 
been proposed in recent years [4]. In addition, a lightweight 
DRHA from 2 GHz to 6 GHz was used in Synthetic Aperture 
Radar (SAR) systems [5]. 

The aim of this work is to develop a lightweight DRHA with 
best antenna characteristics to use in SAR systems. In order to 
reduce the size and weight of the antenna, we optimized the 
antenna’s important geometrical parameters while considering 
antenna performance. Initially, we designed a rectangular 
DRHA according to the theory of waveguide and antenna. 
Thereafter, the DRHA’s geometry is simulated using a 
commercial 3D EM simulation tool. The parameters of the 
antenna which substantially affect antenna performance are 
determined. These parameter values are optimized to obtain 
better antenna results. Then, DRHA is fabricated and measured. 

II. DESIGN AND FABRICATION PROCESS 
The antenna design process is composed of three sections. 

The first section is to obtain the waveguide structure, the second 
part is to design the feeding structure for coaxial line and the 
third part is the characteristic impedance calculation of ridged 
waveguides. 

Waveguides work as a bandpass filter in TE or TM 
waveguide modes. Firstly, DRHA’s main dimensions such as 
width, length, and ridged thickness were calculated according to 
the theory of ridged waveguides to determine the cut-off 
wavelength [6]. After then, the antenna feed structure was 
designed to provide a 50 Ω impedance matching. Finally, 
tapered ridged structures which are the most significant parts of 
DRHA were designed. The exponentially tapered ridges change 
from 50 Ω the waveguide impedance at the feeding point to 
377 Ω free space impedance. To improve the impedance 
matching from a ridged waveguide to the free space, the 
exponential equation can be used  

𝑍(𝑦) = 𝑧0𝑒𝑘𝑦 ,          0 ≤ 𝑦 ≤L                      (1) 
In this equation, y refers to the waveguide aperture-distance 

and L refers to the axial length of the flare part of the horn 
opening. The k is a constant calculated as follows 

𝑘 =
1

𝐿
ln(

𝑍𝐿

𝑍0
)                                            (2) 

where  𝑍0  and  𝑍𝐿  stands for double-ridged waveguide 
characteristic impedance and free space impedance respectively 
[7]. 

After DRHA was designed, the DRHA’s determined 
parameters were optimized without using classical optimization 
methods. We changed several DRHA’s parameters like space 
between ridged structures, a feeding point for coaxial line and 
tapered ridged structures manually, until better results were 
obtained. 

Small alterations of DRHA structure affect the precision of 
antenna characteristics. The effects of only substantial two 
parameters are given in Figures 2. In Fig. 2(a), fp corresponds to 
the height of the feeding point, whereas, in Fig. 2(b) s 
corresponds to a spacing between ridged structures. 

 
Figure 1. Designed and realized antenna. 
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III. SIMULATION AND MEASUREMENT 
We designed and fabricated a new broadband double-ridged 

horn antenna to use in SAR systems. VSWR and radiation 
pattern of the designed antenna were simulated using 3D EM 
software. The designed antenna is fabricated and its 
performance is measured by using Rohde Schwarz ZVA 40 
vector network analyzer. VSWR and radiation pattern of the 
designed antenna are shown in Fig. 3 and Fig. 4, respectively. 

TABLE I.  COMPARISON OF DESIGNED AND COMMERCIAL ANTENNAS 
PHYSICAL CHARACTERISTICS 

Antenna Properties Designed 
Antenna 

Commercial 
Antenna 

Width (mm) 120 284 

Length (mm) 60 184 

Height (mm) 79.65 252 

Weight (gr) 343 2039 

Physical dimensions of the fabricated antenna are compared 
with that of a commercial DRHA in Table 1. The proposed 
prototyped antenna provides many advantages like its quick 
fabrication, low cost, and low weight. Around two thirds of the 
designed antennas physical geometry was reduced by using 
optimization technique and antenna weight is decreased by 
eighty percent of the commercial antenna weight. The designed 
antenna is suitable to use in portable SAR systems due to its 
small geometry and light weight. To obtain desired bandwidth 
and gain, the proposed designed antenna physical dimensions 

are optimized. However, designed small antenna, has a 
disadvantage to achieve high gain properties because of horn 
antennas gain depends on their horn aperture dimensions. 

IV. CONCLUSION 
According to the simulation results, the antenna’s lower cut-

off frequency is 1.64 GHz and the upper cutoff frequency is 
6.07 GHz. Hence, antenna bandwidth was determined as 
4.43 GHz. According to the measurement results, the lower cut-
off frequency of the fabricated antenna is 2.05 GHz and the 
upper cut-off frequency is 6.18 GHz with a bandwidth of 
4.13 GHz. And also, based on the measurement, realized 
DRHA weight is only 343 grams. As shown in Fig. 4, the 
measurement and simulation show good agreement. There is a 
small discrepancy between measured and simulated results that 
are expected to be originated due to the fabrication inaccuracy 
while machining the metallic parts of the designed horn 
antenna. The realized antenna is utilized for a SAR system’s 
measurement to obtain SAR images. 
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Figure 2. The precision of S11 to the alterations of fp in (a) and s in (b). 
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Figure 3 Measured and simulated VSWR results. 

0

2

4

6

V
SW

R

 
Figure 4: 2D and 3D radiation patterns of the designed antennas. 
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Figure 1 Overall system block diagram 
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Abstract— Non-contact vital sign monitoring could be very 
valuable for in hospital and home care of several health 
conditions. In this paper, a non-contact 24 GHz Doppler radar 
system with respiration rate and heart rate monitoring 
features is presented. The system is also able to detect the 
cough and apnea.  

Keywords— Doppler radar, 24 GHz, microwave, radar, 
non-contact monitoring, cough, apnea. 

I.  INTRODUCTION 
Early usage of radar technology in physiological motion 

detection dates back to 1970s [1]. Since then,  continuous 
wave (CW) Doppler radar has been studied extensively [2]–
[6]. The single channel receiver limitations and the 
requirement of the quadrature receiver system are well 
explained in [4]. It is also proposed that nonlinear 
demodulation of in-phase (I) and quadrature (Q) signals yield 
better results than linear demodulation. In [2], Doppler radar 
was employed to monitor respiration and cough during 
respiratory-gated lung cancer radiotherapy. Vital sign 
detection is realized by time-domain autocorrelation model 
in [3]. However, both the systems use commercial 
acquisition systems and software which increase the cost. 

In this paper, 24 GHz CW quadrature Doppler radar is 
presented to monitor respiration rate (RR) and heartbeat rate 
(HR). The proposed system can also monitor the cough and 
apnea of the subject. The used K-band RF front-end 
transmits 24 GHz electromagnetic wave which is then 
reflected from patients’ chest wall. The reflected signal is 
exposed to phase modulation and it consists of 
cardiopulmonary information. The received signal also 
contains noises such as clutter and muscle twitches. To have 
a near DC signal, received microwave region signal should 
be down-converted. Prior to the digitization of the analog 
baseband signal, amplification and antialiasing filters are 
applied. Filtered analog signals are then digitized by a 12-bit 
analog to digital converter (ADC). After the data is digitized, 
ARM-based microcomputer is applied signal processing 
techniques to extract the vital signs. Extracted vital signs are 
later sent to an internet server for storage and monitoring.  

II. DOPPLER RADAR SENSOR SYSTEM 
The overall block diagram of the proposed Doppler radar 

vital sign detection system is shown in Fig. 1. The used RF 
front-end uses a license free 24 GHz industrial, scientific, 
medical (ISM) radio band. It is responsible for transmitting 
the 24 GHz continuous wave (CW) signal and receiving the 
phase modulated signals that are reflected from the patients’ 
chest wall. Phase modulated signals are then converted to in-
phase (I) and quadrature (Q) base-band signals. Before 
digitizing the data, antialiasing filter and amplification are 
done with analog components. The lowpass filter cutoff of 
the system is set to 40 Hz. Since the output of the RF front-
end is in millivolts, the gain is set to 20. The filtered 
quadrature signals are then put over a DC offset to maximize 
the ADC’s dynamic range. The amplification is done with 
low noise amplifiers and low noise voltage references.  
Digitization of the quadrature signals is done with 12-bit 
ADC with 100 kilo-samples per second sampling rate. The 
digitized data are then sent to an ARM-based microcomputer 
via a serial peripheral interface (SPI). In the digital domain, 
the sampling rate is set to be 160 Hz since it is enough to 
capture the physiological data and minimize the effect of out 
of band interference.  

This work was supported in part by Boğaziçi University Research 
Fund under grant 6600. 
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Figure 2 Normal breathing measurements 

 

 
Figure 3 Apnea and forced cough patterns in (a) BIOPAC respiratory 

transducer and (b) Doppler radar system. 

Prior to the arctangent demodulation, DC cancellation is 
required. It is done by using several digital differentiators 
and integrators. Arctangent demodulation of the resultant 
signal provides chest wall motion information. To extract the 
RR and HR, arctangent demodulated signal is filtered with 
two different Finite-Impulse Response (FIR) bandpass filters 
with different cutoff frequencies are set. While the 
respiration rate is extracted from the signals that are filtered 
with 0.1 Hz to 0.7 Hz cutoff frequencies, second FIR filter 
cutoff frequencies are set to 1 Hz to 3 Hz for HR extraction.  

 Calculated HR, RR, and respiratory displacement data 
are then sent to an internet server which then can be 
monitored. Since the signal processing is executed on the 
proposed Doppler radar system and sent to the internet 
server, any computer that has an internet connection can be 
used to monitor the status of the patient. Displayed 
physiological data are then stored for further usage. 

III. MEASUREMENTS  
 The subject is asked to sit in front of the proposed radar 
system while he is wearing a BIOPAC respiratory belt 
transducer on his chest and finger pulse sensor on his index 
finger. Measurements are taken during normal breathing 
while the subject is relaxed. Both the proposed Doppler radar 
system and the BIOPAC respiratory belt transducer 
measurement results are plotted in MATLAB and are shown 
in Fig. 2. To extract the RR and HR, the aforementioned 
signal processing techniques are applied to the plotted data. 
The designed Doppler radar system results in 11.25 breaths 
per minute and 66 heartbeats per minute. BIOPAC 
respiratory transducer agrees with the designed system with 
11 breaths per minute. The finger pulse sensor also agrees 
with an HR of 66 beats per minute. 

As the second task, the subject is asked to breathe 
normally, cough, breath normally again, and hold his breath 
to mimic apnea, respectively. The resultant measurement is 
shown in Fig. 3 with highlighted cough and apnea sections. 
The BIOPAC respiratory transducer and the proposed 
Doppler radar system results agree with each other and can 
be seen in Fig. 3.  

IV. CONCLUSION 
 In this work, a 24 GHz Doppler radar system for RR and 
HR monitoring is successfully developed. Since the 
BIOPAC respiratory transducer, the finger pulse sensor and 
the designed Doppler radar unit measurement results agree 
with each other, it can be concluded that the designed system 
can be used for non-contact vital sign monitoring. The cough 
and apnea also can be detected from the chest wall motion 
graph which makes the designed system a useful device that 
can be used in sleep centers for detecting breathing 
abnormalities. 

REFERENCES 
[1] C. A. Marsden and B. King, “The use of Doppler shift radar to 

monitor physiological and drug induced activity patterns in the 
rat,” Pharmacol. Biochem. Behav., vol. 10, no. 5, pp. 631–635, 
1979. 

[2] C. Gu, R. Li, C. Li, and S. B. Jiang, “Doppler radar respiration 
measurement for gated lung cancer radiotherapy,” in 2011 IEEE 
Radio and Wireless Week, RWW 2011 - 2011 IEEE Topical 
Conference on Biomedical Wireless Technologies, Networks, and 
Sensing Systems, BioWireleSS 2011, 2011, pp. 91–94. 

[3] G. Sun and T. Matsui, “Rapid and stable measurement of 
respiratory rate from Doppler radar signals using time domain 
autocorrelation model,” Proc. Annu. Int. Conf. IEEE Eng. Med. 
Biol. Soc. EMBS, vol. 2015–Novem, no. 3, pp. 5985–5988, 2015. 

[4] Byung-Kwon Park, S. Yamada, O. Boric-Lubecke, and V. 
Lubecke, “Single-channel receiver limitations in doppler radar 
measurements of periodic motion,” 2006 IEEE Radio Wirel. 
Symp., pp. 99–102, 2006. 

[5] B. Lohman, V. M. Lubecke, P. W. Ong, and M. M. Sondhi, “A 
Digital Signal Processor for Doppler Radar Sensing of Vital 
Signs,” EMBS Int. Conf., no. October, pp. 161–164, 2002. 

[6] A. Öncü, “A 24-GHz Doppler sensor system for 
cardiorespiratory monitoring,” IECON Proc. (Industrial 
Electron. Conf., pp. 5161–5164, 2016. 

22



An Indoor Case Study on Ground Based Synthetic
Aperture Radar
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İstanbul, Turkey

guneycan.kilic@boun.edu.tr

Ahmet Öncü
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Abstract—In this paper, a ground-based synthetic aperture
radar (GB-SAR) system with broadband antennas is designed
to collect the experimental data and form in-door radar im-
age. Finally, the 2-D radar image is constructed by employing
Tikhonov regularization.

Index Terms—Synthetic Aperture Radar (SAR), Ground Based
Synthetic Aperture Radar (GB-SAR), Radar, Vector Network
Analyzer (VNA), Antenna

I. INTRODUCTION

SAR is used to construct 2-D or 3-D radar images, such as
landscapes. Since SAR is positioned on a moving platform,
it gives a finer spatial resolution than conventional beam-
scanning radars over a target region [1].

GB-SAR systems and devices are generally used for radar
imaging applications [2]. In this work, we propose a high
resolution in-door monitoring and advanced radar signal pro-
cessing method.

Following the instruction, data acquisition method is ex-
pressed and then radar imaging algorithm is identified. Finally,
radar image of the measurement is obtained.

II. RADAR SYSTEM

A. Measurements

In this work, two reference reflectors are placed onto tube
across the GB-SAR system in a conference room. A GB-
SAR system which has a length of 2 meters, computer,
broadband antennas and VNA has been developed and the
system is shown in Figure 1. VNA and broadband antennas
are calibrated from 5 GHz to 6 GHz in 200 steps to increase
resolution and data are collected each time after the system
moves 20 mm.

The transmitter and the receiver are positioned on a rail. The
transmitter sends complex sinusoidal signal and the signal is
reflected back to the receiver from scatterers with time delay.
In this work, S-parameters of the environment are collected
each time after the system moves 20 mm. Finally, a 201×101
matrix is received.

B. Radar Imaging

In our algorithm, the target region is divided into M cells
and pm denotes the position of the scatterer that is at the

Fig. 1. GB-SAR System Equipments (Computer, VNA and Antennas on the
Linear Rail)

center of each cell, ln denotes the position of the trans-
mitting/receiving antennas on the moving rail and d(ln, pm)
denotes the distance between the scatterer and the transceiver.
The structure is visualized in the Figure 2.

The transmitting antenna sends a complex sinusoidal signal
exp(j2πft) and the signal is reflected back by the scatterer.
The receiving antenna observes this signal as

σ(pm)exp(j2πf(t− τ)), (1)

where
• τ is time delay and is equal to 2d(ln, pm)/c and c denotes

the speed of light in air.
• σ(pm) is the characteristic of the scatterer at the center

of a cell.
It is assumed that the VNA provides the ratio of the

transmitted signal and the received signal from 5 GHz to 6
GHz in 200 frequency steps for 101 locations on the rail. A
201 × 101 matrix is obtained from the VNA and then it is
converted into a 20301 × 1 column matrix.

a(f, ln) = exp(−j2πf 2d(ln, pm)

c
)σ(pm) (2)

In order to image a region, it is assumed that there is a
scatterer with characteristic σ(pm) at the center of each 5cm×
5cm cell

b(f, ln, pm) = exp(−j2πf 2d(ln, pm)

c
) (3)
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Fig. 2. Target Region as Grid and GB-SAR System on the Rail
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If we summarize our model, A = BΣ and A matrix
is measured and B matrix is calculated. In particular, the
unique solution for Σ matrix is found by employing Tikhonov
regularization [3].

Σ = (εI +BHB)−1BHA (4)

Iterative methods might be required for ε in larger target
regions [4]. After the characteristic of each scatterer is calcu-
lated, 2-D radar image is constructed.

III. CONCLUSION

In this work, measurements are made by using an uniquely
designed GB-SAR system and S11, S12, S21 and S22 parame-
ters are collected from the conference room which is shown in
the Figure 3. The measurement environment includes chairs,
seats, table and two reflectors. One of the reflectors is placed
5.5 meters across the right limit of the linear rail and the other
one is placed 6 meter across the left limit of the linear rail.
Then proposed algorithm is applied to S21 parameters for 2-D
radar imaging and the constructed radar image is shown in
the Figure 4. Consequently, two reflectors are obtained in the
SAR image and the constructed 2-D radar image agrees with
the measurement setup.

The conventional delay-and-sum beamforming method is
also applied to S21 parameters for radar imaging. It is observed
that the image results of the delay-and-sum algorithm and
Tikhonov regularization are in a good agreement.
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Abstract—In this work, a ground-based synthetic aperture 

radar (GB-SAR) system is developed for radar imaging. First, 

we developed a linear rail system by adding a servo motor and 

two proximity sensors to a linear rail. Then, we placed a metal 

car on this rail system and mounted broadband rigged horn 

antennas on the car. We placed a vector network analyzer 

(VNA) inside the metal car and connected the VNA to the 

antennas through amplifiers to acquire the S-parameters of 

the environment. The overall system can be remotely 

controlled and can acquire stepped frequency continuous 

wave (SFCW) radar data from the environment. We tested 

the system in several different environments and successfully 

acquired SFCW radar data. 

Keywords—Vector Network Analyzer (VNA), Radar 

Imaging, SAR, GB-SAR, Servo Motor, Linear Rail. 

I. INTRODUCTION  

Synthetic Aperture Radar (SAR) is a radar system that 
is capable of producing high-resolution images independent 
of daylight, cloud coverage and adverse weather conditions. 
It is emplaced mostly on mobile airborne and spaceborne 
systems with the purpose of environmental monitoring, 
various dimensional mappings, and climate change 
observations. Ground-Based Synthetic Aperture Radar 
(GB-SAR), in turn, is a SAR system placed on the ground, 
moving along a linear rail track. Its main objective is to keep 
track of environmental deformations such as landslides, 
avalanches and glacial melting [1]. The SAR system emits 
and receives microwave signals while moving along a path. 
The combination of the received signals at each location 
allows the construction of a virtual aperture that is much 
larger than the physical antenna length, thus increasing 
azimuth resolution. The amplitude of the received signal 
gives information about the distance of the target and the 
phase gives information about the distance of the target to 
the SAR system and the combination of these data can be 
used to generate an image of the target scene [2]. 

II. LINEAR RAIL SYSTEM 

The linear rail system is composed of a vector network 

analyzer (VNA), transmit and receive antennas, a linear 

rail, Arduino and a computer. 

A. Vector Network Analyzer (VNA) 
VNA is a radio frequency test instrument that measures 

the response of a network. It sends a stimulus signal to the 

device that is tested and measures the amplitude and phase 

of the received signal [3]. In this work, PicoVNA 106 is 

used because of its small size, high measurement speed, 

and high accuracy.  

B. Linear Rail 
The linear rail has a length of 2 m and is actuated by a 

servo motor. Servo motor was chosen because servo motors 
provide their position information through an encoder so it 

can be precisely controlled. A proximity sensor is placed 

on both edges of the rail to prevent the SAR system from 

hitting the edges of the rail system. The servo motor is 

connected to the motor driver, and the motor driver is 

controlled using Arduino. There is also an emergency stop 

button connected directly to the motor driver. 

C. Overall Radar System 
In the overall system, two 0.8-8 GHz broadband ridged 

horn antennas are mounted on a metal car placed on the 

linear rail. The vector network analyzer, Arduino and the 

computer are placed inside the metal car. A power amplifier 

is placed on the transmit side of the VNA and an LNA is 

placed on the receive side. The overall linear rail system is 

shown in Fig. 1. 

 

 
Figure 1. Linear Rail System.  

 
 The overall system is designed to acquire stepped-
frequency continuous wave (SFCW) radar data [4]. To 
acquire the data, a Python code is run on a Windows-based 
computer. The Python code controls both the VNA and the 
servo motor to improve the synchronization between the 
data acquisition and the rail movement tasks. The Python 
code first communicates with the VNA to get the S21 
parameters at that particular location for a list of specified 
frequencies. After VNA completes this operation, Python 
code communicates with the Arduino board to control the 
servo driver. Arduino communicates with the servo driver 
to control the servo motor and move the rail to the next 
position. After the rail is in the next position, VNA acquires 
new data and this process repeats again until the number of 

This work is supported by Bogazici University Research Fund under 

grant 14320. 
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specified points is reached. The data acquisition scheme is 
illustrated in Fig. 2.  

 

Figure 2. Overall system diagram. 

III. DATA ACQUISITION WITH THE LINEAR RAIL 

The data acquisition process was done on the stairs 
located near the Boğaziçi University Electrical & 
Electronics Engineering Department building. The linear 
rail was placed on a wheeled table and 2 metal reflectors 
were placed on the stairs to act as targets, whereas the stairs 
caused reflections and served as multiple paths. The center 
of the stairs was aligned with the center of the linear rail. 
The rail movement was 2 meters long [-1,1] and rail’s 
distance to the stairs and the reflectors was 4.7 meters. The 
frequency range of 2 GHz to 6 GHz was swept with 201 
frequency points and the rail step was 2 cm, which makes a 
total number of 101 observation points. The GB-SAR 
system and the targets in the measurement environment are 
given in Fig. 3. The object to be imaged is on the left, the 
linear rail on the bottom and the radar system on the right in 
the image. Radar image can be obtained from this radar data 
using radar signal processing algorithms such as BS-
MUSIC and Tikhonov Regularization. The final radar 
image obtained from the data of this rail system using BS-
MUSIC algorithm can be found in [4]. 

Figure 3. Measurement environment near the stairs.  

 After acquiring data in the environment in Fig. 3, the 
data acquisition was repeated in a different environment to 
show that the system can consistently acquire radar data in 
different environments. This environment is given in Fig. 4.  

 

Figure 4. Measurement environment at the meeting room.  
 

IV. CONCLUSION 

In this paper, a remote-controlled linear rail GB-SAR 
system is successfully implemented. First, a linear rail 
system is developed by adding a servo motor and two 
proximity sensors to a linear rail. Then, broadband ridged 
horn antennas, VNA and several amplifiers are added to a 
metal car and the metal car is placed on the linear rail. The 
overall system can be remotely controlled by a computer. 
Using the system, S-parameters were successfully acquired 
in two different environments. The system allows collection 
of SFCW radar data remotely with ease, which will be a 
crucial element in further signal processing projects in 
which measurement times are longer and in remote places. 

REFERENCES 

[1] A. Moreira, P. Prats-Iraola, M. Younis, G. Krieger, I. Hajnsek and, 
K. P. Papathanassiou, "A tutorial on synthetic aperture radar," in 

IEEE Geoscience and Remote Sensing Magazine, vol. 1, no. 1, pp. 

6-43, March 2013.  

[2] A. Jungner, “Ground-Based Synthetic Aperture Radar Data 
Processing for Deformation Measurement,” M. S. Thesis, KTH 

Royal Institute of Technology, Stockholm, May 2009. 

[3] Pico Technology, “PicoVNA 106: 6 GHz vector network analyzer”, 

PicoVNA 106 datasheet, 2018. 

[4] B. Omuz, F. Öz, Ö. Özdemir and A. Öncü, "Experimental 

Verification of In-door Ground Based SAR Using Beam Space 
MUSIC Algorithm," 2018 International Conference on 

Electromagnetics in Advanced Applications (ICEAA), Cartagena 

des Indias, 2018, pp. 213-216.  

 

 

 

 

 

 

 

 

 

 

 

 

 

PA & LNA
VNA

Rail Control 
Unit

Area of Interest

Computer

Linear Rail

Wi-Fi

Tx Rx

26



Microstrip Low Pass Filter with Wide Stopband 
 
 

Göksel ÇANKAYA1, Bilal Furkan GENÇ1, Anıl 
ÇAKIR1, Bera GÜNASLAN1, Çağatay TURHAN, Taha 

İMECİ 1 
1Department of Electrical and Electronics Engineering 

Istanbul Commerce University, Istanbul, Turkey 
 

 Abstract—In this work, a microstrip filter was designed, 
simulated, built and tested for different microwave applications. 

In the micro strip design, a low-pass filter is designed. The 
purpose of the filter is to create a characteristic with a wide stop 
band. This model has been given a filter model. Improvements 
have been made to increase the efficiency of the filter. It has a 
wide band extending from 1.7 GHz to 3.7 GHz with a cut-off 
frequency of 1.8 GHz obtained in filter design. The obtained 

filter can be used for modern microwave applications. Simulation 
and measurement results are in very good agreement. 

Keywords—micro strip filter, low pass filter. 

I. INTRODUCTION 
The electromagnetic spectrum has a very wide frequency 

range and RF and microwave applications operate in specific 
frequency range (300 kHz - 300 GHz). Within these frequency 
ranges, there are narrow or wide bands where each specific 
application can be operated. The filter elements should be 
used for using the devices that operate in these range for 
specific applications [1]. 

Filters which have a significant role in RF and microwave 
applications are used for many areas such as wireless, mobile 
and satellite communication. As known, according to design 
purpose, filters can pass, stop and prevent unwanted signal 
interferences in the frequency range of interest. These 
structures have various types such as band pass or band stop, 
low pass or high pass[2]. In this work, low pass filter has 
designed by using the microstrip filter [3]. 

II.  DESIGN STEPS 

 The filter design procedure, consist of three steps, has 
been realized for a design that provides desired filter 
specifications. In the first step, a low pass microstrip filter 
with defective base conductor has been designed by using 
classic filter design. In second step, we have perfomed to 
expand the stop band by adding parallel side lines on the 
microstrip lines in current design since the obtained frequency 
characteristic does not satisfy the design goals. In third step, in 
order to improve the characteristic to a significant level, the 
end portions of added parallel side lines have been expanded. 
[2] Microstrip patch antennas have been resized to obtain low 
pass filter values.  Achieved an attractive feature for high-
frequency wireless applications due to its compact size, low 
cost, profile and compatibility [4]. 
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High-frequency antennas are very popular for a reliable 
wireless connectivity as the radiation at high frequencies 
causes the very serious free space loss. [5] Furthermore, wide 
band antennas provide significant contribution to current 
wireless services   with   exceptionally   fast data output and   
its fine resolution according to researches we have done. 
Nowadays, these types of antennas are indispensable for 
wireless applications from point to point such as road traffic 
control, air traffic control, imaging and satellite 
communication, and they have become an economical solution 
at the same time. Usually, gain of these type of microstrip 
antennas can be improved by some kind of cuts and slightly 
modification in their shape. In doing so, especially multiple 
(symmetrical) cuts are applied to increase antenna gain [4]. 
The dielectric constant is 4.4 in this filter design. Graphic 
values S21 and S22 of filter we designed are shown. The 
equation we used for observing the wavelength change is in 
below. 

                                          𝜆 =  𝜎
𝑓�𝐸𝑒𝑓𝑓

                            (1) 

The mentioned equation λ  depicts the wave lenght of the 
filter, and the square root refers to the dielectric constant.  We 
took dielectric constant as 4.4 but when we take into 
consideration the dielectric constant of air is 1 in microstrip 
filter systems, it is necessary to calculate the whole dielectric 
constant of system. 

III. SIMULATION RESULTS 

The permeability value (Ԑr) of the material is 4.4, the 
thickness (h) is 1.6 mm and the tangent value (δ) is 0.0009. 

In this study, we made by changing the substrate thickness, 
thicknesses of 5, 7 and 10 mm were tried at 1.7 GHz 
frequency and S22 values were -19 dB, -20 dB and -21 dB 
respectively. It is obvious that the best substrate thickness is 
10 mm for filter efficiency. 

 The number of square is changing the S11 value. We used 
8, 12 and 16 squares in the work we did by chancing number 
of squares in filter and we got 1 GHz, 1.5 GHz and 1.7 GHz 
S11 value respectively. It is also obvious as the number of 
squares increases, the cut off frequency also increases. 
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TABLE I. FILTER SIZE CHANGE 

Size (mm x mm) S21 S22 (dB) 

25 x 12 1.8 GHz -21 

25 x 13.5 1.6 GHz -18 

24 x 14.4 1.5 GHz -17 

 

Figure 1 shows the S21 test result of manufactured filter. 

 

Fig. 1. S21 test result of filter 

Figure 2 shows the S22 test result of manufactured filter. 

 

Fig. 2. S22 test result of filter 

The picture we 
have 
manufactured 
filter which is 
connected with 
its connectors 
has given in 
figure 3. 

 

Fig. 3. 
Manufactured 

filter. 

IV. 
CONCLUSION 

In this article, a low pass microstrip filter is designed in 
three steps. The filter has been reached to wide stop band after 
all analisys on this paper. The resonator impedances have been 
chosen with a right way for ideal result. As a result of analyzes 
and simulations, the band stop filter its bandwidth extended 
from 1.7 GHz to 3.7 GHz with a cut-off frequency of 1.8 GHz 
has been produced. In produced device, measurements we 
have done and simulation are in very good agreement. 
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Abstract - This paper introduces a new configuration of the 
ultra-wideband band-stop filter. After the optimization of the 
conventional open stub BSF in terms of performance, space and 
price, the final design is proposed as composition of four parallel 
open-circuited stubs connected by fractal-structured microstrip 
line. The filter operates in high frequencies with wide bands. It is 
a combination of two passbands, namely low pass from 0.1 GHz 
to 2.5 GHz and band-pass from 4.5 GHz to 9 GHz, separated by 
the rejection region from 2.5 GHz to 4.5 GHz. Compact size and 
low price enable the wide application of this filter configuration, 
while passing frequencies allow the operation in unlicensed 
frequency spectrum popular for high speed communications.    

Keywords—ultra-wideband; band-stop filter; microstrip; open 
stubs; fractal structure; Sonnet software 

I.  INTRODUCTION 
The demand in high speed communication has led to the 

design and development of the wideband filters to support 
applications such as UWB technology that promises 
communication speed of up to 1000 Mbps. Because of its 
attractive feature in high speed wireless applications, the ultra-
wideband communication has been authorized by Federal 
Communication Commission (FCC) with unlicensed frequency 
spectrum of 7.5 GHz from 3.1 GHz to 10.6 GHz in February 
14, 2002 [1]. Therefore, the UWB band-pass filter (BPF) with a 
passband from 3.1–10.6 GHz, sharp out-of-band rejection 
especially at a lower stop band due to its extensive use in other 
technologies, low insertion loss, small and flat group delay is 
highly required [2]. Band-stop filter characterized by the 
mentioned features as well as the advantages like compact size, 
low cost and high performance was the design goal. Microstrip 
band-stop filters (BSFs) are being widely used in 
telecommunication systems [3]. Various techniques have been 
developed to synthesize and design microstrip BSFs. 

In this paper, a band-stop filter (BSF) consisting of four 
parallel open-circuited stubs connected by fractal-structured 
microstrip line was adopted for the UWB filter design. 
Microstrip technology is used for simplicity and ease of 
fabrication. The design and simulation are performed using 
method of moments based electromagnetic simulator Sonnet 
Software. The filter is made to operate partially in the 
unlicensed high frequency region and partially in the low 
frequency region, avoiding the frequency spectrum of the 

growing 5G technology. In this way the current requirements 
of passband and sharp out-of-band rejection were satisfied.  

II. DESIGN METHODOLOGY 
The UWB filter design in this study starts with a 

conventional model composed of two quarter-wavelength open 
stubs separated by quarter-wavelength inverters. The 
conventional open-stub BSF was modified so that the 
satisfying response would be obtained for the demand of the 
popular UWB technology. Many trials led to the final design of 
the UWB filter that consists of four open stubs mounted on a 
microstrip line with a number of slits, that is, in the shape of a 
fractal curve. The configuration can be seen in Figure 1. 

                
Fig. 1. Configuration of the proposed band-stop filter 

Conventionally, by cascading more open stubs onto a 
microstrip, one can obtain wider rejection bandwidth and a 
deeper rejection. The side effects are the high insertion loss in 
the passband and increased circuit size [4]. However, it was 
possible to regulate the response and still keep the desired 
characteristics. A band-stop filter is used to suppress a signal 
from 2.5 to 4.5 GHz and allow all other signals at simulated 
frequencies to pass. Therefore, two passbands were created in 
the range from 0.1 GHz to 10 GHz. The simulated filter 
response can be seen in Figure 2. The passband covers bands 
from 0.1 to 2.5 GHz and from 4.5 to 9 GHz with an insertion 
loss between 0.3–1.5 dB, including connector losses. The 
simulated return losses are 15 dB and 10 dB, respectively, in 
most of the passband. The rejection region is very sharp, 
reaching 45 dB. 
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Fig. 2. Band-stop filter response (simulated and measured) 

Passing regions depend on the different parts of the 
schematic. The middle microstrip line (without stubs) is the 
one that generates low-pass filter with very high cut-off 
frequency around 10 GHz. When stubs are added, they provoke 
the rejection band to appear in the low pass region, which, in 
total, ends up being band-stop filter response.   

The height of the open stubs is based on the wavelength at 
the mid-band frequency. With the application of fractal shape 
on the middle line the distance between the four open stubs 
shortens, so the initial filter size is reduced. 

The substrate material used is FR4 with a relative dielectric 
constant of 4.4. The thickness of the substrate is 1 mm. The 
whole backside of the substrate is the ground plane. The width 
of the feed line is approximately 8.03 mm and the open stubs 
are 0.13 mm wide. The four open stubs are 12.83 mm long and 
the separation between the centers of the four open stubs is 
5.08 mm. The filter box is very small with the total size of 
29.41 mm x 29.41 mm. The fabricated filter can be seen in 
Figure 3. 

          
Fig. 3. Fabricated band-stop filter 

The measured results agree very well with the simulated 
results and that can be seen in Figure 2. The difference can be 
noticed in the insertion losses, especially in the second passing 
region after 5 GHz. In spite of the non-expected performance, 
it still satisfies the set requirements. For the different 
performance, the change in the configuration can be made. The 
next paragraph offers the possible modifications. 

III. CONFIGURATION VARIATIONS 
Variations in size of the open stubs, as well as in the line 

connecting them, result in interesting responses. Some of the 
changes in filter schematics may involve: 

• the height of the open stubs, which affects the 
frequency of the band-pass region. If they are shorter, band-
pass region moves to the right, that is, it occupies higher 
frequencies; 

• the width of the open stubs, which affects the width of 
the band-stop region. Wider open stubs result in wider rejection 
bandwidth;  

• the number of the open stubs, which affects the width 
of the band-stop region. By cascading more open stubs onto the 
microstrip line wider rejection bandwidth and the deeper 
rejection may be obtained. 

The filter response may be improved in terms of insertion 
losses that should be decreased. That can be achieved by 
increasing the width of the open stubs or increasing the width 
of the line entering the ports, as they affect the S21 magnitude. 

IV. CONCLUSION 
The UWB band-stop filter met the requirements of good 

performance, low losses, compact size of approximately 3 cm 
x 3 cm, and affordable price. Its region of operation allows the 
high speed communications. To remove the unwanted 
frequency bands from the microwave and radio frequency 
signals a band-stop filter (BSF) plays a very important role in 
wireless communication systems [5]. The open stub method 
ensured the two passband regions, while fractal structure 
ensured the smooth response and small box size.  The 
agreement between simulated and measured results has been 
achieved. 
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Abstract — A design of a dual-band filter implementing a 
stepped-impedance resonator (SIR) and a modified H-shaped 
structure is presented. This filter is designed to operate on a 
wide frequency range from 0 to 25 GHz, in a lowpass region 
up to 3.38 GHz and a bandpass region from 14.38 to 21.65 
GHz, with a wide stopband region between 4.46 and 14.09 
GHz. The filter exhibits a very good performance in terms of 
the passband losses and the desired stopband rejection 
values. It is also possible to manipulate the cutoff frequencies 
by adjusting the indicated dimensions. Simulation and 
measurement results are matching, except for certain high 
frequencies, due to FR-4 lossy structure.  A usage of low-cost 
materials and a compact design make this filter favorable in 
terms of dimensions and manufacturing costs.  

Keywords — dual-band; stepped-impedance resonator; 
lowpass; bandpass; microstrip filter; H-shape; return loss 

I.  INTRODUCTION 
The progress in the field of wireless communications has 
created a need for the radio frequency (RF) systems that 
can offer a multiband performance at a competitive 
manufacturing price [1]. In order to achieve a multiband 
response, there are a few strategies that can be 
implemented. Firstly, it is possible to combine multiple 
single-band filters into a multiband filter [2-4]. These 
single-band filters can either be cascaded [3-5], embedded 
into each other [3, 6], or implemented by combining two 
sets of resonators with common input and output [3, 4]. 
However, these methods appear consuming in terms of 
size and complexity of the filter [1], as it is obvious that a 
single circuit operating in two designated bands is to be 
preferred over multiple circuits doing the same job, due to 
its reduced dimensions and costs [4]. In this paper, a dual-
band filter design with a lowpass and a bandpass region 
will be proposed, utilizing the stepped-impedance 
resonator (SIR) and a modified H-shaped structure. This 
design is preferred over the utilization of the multiple 
single-band filters, due to its reduced size [1-4] and a good 
stopband performance [1]. The filter to be presented relies 
on the SIR topology combined with the modified H-shape 
to achieve the desired LP and the BP response, exhibiting 
an LP response up to 3.58 GHz and a BP response from 
14.38 to 21.65 GHz. It also provides the stopband region 
of at least 10 dB on a range from approximately 4 to 10.7 
GHz. The filter itself is very compact and realized on a 

low-cost substrate, satisfying both size and production cost 
preferences.  

II. FILTER STRUCTURE 

A. Electromagnetic Performance 
The relative permeability and the thickness of the layers 

in the simulation are set according to the manufacturing 
capabilities of the lab where the filter is produced. For the 
ground layer, an FR-4 substrate layer is observed, with 
thickness of 1 mm and dielectric constant of 4.4. For the 
upper layer, 5 mm thick layer of air is observed. For metal 
settings, a lossless metal with an infinite bulk conductivity 
is set. Other settings were left at their default values at 
Sonnet software. 

B. Physical Structure and Dimensions 
Firstly, the box dimensions for the filter design are 

selected. One of the parameters that can easily alter the 
filter response on a wide frequency spectrum is the box 
resonance, which can be estimated through Sonnet 
software. In order to prevent the box resonance, one may 
design the box in such way that the box resonance 
frequencies are eliminated. Experimentally, it has been 
found that the golden ratio causes the least number of box 
resonance frequencies. The dimensions of the box were 
minimized with respect to this ratio, until there were no 
estimated box resonance frequencies, which happened for 
10.2 mm width by 6.3 mm height. The additional 3 mm 
were added to each side to ease the soldering process, 
resulting in a final dimension of the box of 16.2 mm width 
by 6.3 mm height.  

Secondly, the design which would ensure the desired 
dual-band response is considered. Starting with the SIR as 
an initial element (Fig 1. H1, H2, W1, W2), a rectangular 
metallization centered on both sides would result in a 
multiband response, where one of the bands would be a 
lowpass. However, it does not look possible to control the 
cut-off frequency of the lowpass region from here, nor the 
number of bands and the corner frequencies for the other 
regions. By removing the central horizontal region of this 
rectangle, the response of the filter starts to show the 
outlines of the desired response in both lowpass and 
bandpass region. The H-shaped structure (Fig 1. H5, H7, 
W4) serves here both as a single-band bandpass filter and 
a tool to improve the rejection in the frequency range 
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between the operating regions of the LPF and the BPF. 
Although this design ensures the desired cut-off 
frequencies for both regions, the resulting return loss at the 
BP region is very poor. This issue requires design 
modifications which would both improve the downfall in 
the return loss in the BP region and preserve the current 
response at the other regions. 

Thirdly, the H-shaped structure is adjusted, so that the 
rejection in the region between the LPF and the BPF is 
preserved as much as possible, while the return loss at the 
BP region is improved, that is, s11 parameter value is at 
least -10 dB. This is done by introducing four equal slits 
on the inner sides of the horizontal metallization (Fig 1. 
H4 - H5). These adjustments result in both preserved 
response of the other regions and the return loss correction 
of the BP region. They also introduce the shift of the BP 
region to the left, meaning, the BP region cut-off 
frequencies and bandwidth may be adjusted by changing 
the height of this slit.  

Finally, two additional elements are added to correct 
the response of a very small simulation step: 4 small boxes 
(Fig 1. H3, W5) to correct the randomly picked 
frequencies of the higher spectrum, 4 vertical lines 
(“fangs”, Fig 1. H6, W7) to improve the transition of the 
response at the lower corner frequency of the BP region. 
 

 
 

 
The dimensions of the filter are given as: w1 = 3, w2 = 
10.3, w3 and h2 = 0.3, w4 = 6.1, w5 = 0.4, w6 and h5 = 
0.5, w7 = 0.2, w8 = 2.4, w9 and h6 = 1, h1 = 0.9, h3 = 0.6, 
h4 = 1.2, h7 = 4.3 (all in mm). 
 

 
 

Fig. 2 Filter (manufactured) 

III. SIMULATION AND EXPERIMENTAL RESULTS 
The simulation results suggest that the filter exhibits 
nearly prescribed behavior in terms of the corner 
frequencies, an LP response up to 3.58 GHz and a BP 

response from 14.38 to 21.65 GHz, the bandwidths and the 
rejections. The experimental results comply with the 
simulation results for the frequencies below 10 GHz. 
Although the simulated results indicate no losses for the 
BP response, the experimental results suggest the presence 
of up to 1.5 dB loss, which may be attributed to the fact 
that the FR-4 is prone to losses at the higher frequencies. 
 

 
 

Fig. 2 Frequency response (magnitude vs frequency) 

IV. CONCLUSION 
A filter design implementing SIR and modified H-

shaped structure was presented. The filter design was 
conducted observing a wide frequency range from 0 to 25 
GHz. The filter exhibits a solid performance with virtually 
no passband loss, and a passband return-loss constantly 
over 20 dB, while maintaining the rejection of at least 10 
dB at the frequency range from about 4 to 10.7 GHz in the 
stopband region. The proposed filter is very compact and 
utilizes a low-cost fabrication material, which highly 
reduces its production costs. Furthermore, it has been 
shown that the cutoff frequencies of this filter can be 
modified by adjusting certain dimensions in the filter 
design. 
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Abstract – In this project I proposed Microstrip Filter with its 
projection, design, simulations and final analysis. The aim of the 
research is to introduce a new configuration of microstrip filter 
design. As the result, microstrip filter was composed of 
rectangular box in center, containing two parallel coupled lines 
on both sides with spacing between them. Feed lines are 
connected to the two ports, each on one side. The microstrip filter 
is simulated having a bandwidth from 2.4 to 5.5 GHz, where S11 
= -31.489932 dB and S12 = -0.8056058 dB. Simulated data were in 
satisfactory agreement with measured results. 
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I. INTRODUCTION  
Filter design is one of the most interesting fields in microwave 
engineering. A wide number of different topologies allows to 
obtain specific responses for a wide range of applications. 
Inductive filters constitute a strategy of special interest due to 
their simplicity and easy manufacturing processes associated            
with these configurations [1]. There are many filters available 
in market but due to some reasons it has certain disadvantages. 
The lumped- element filter will not be good choice if a sharp 
rejection is needed because of its limited „Q‟ value. Helical 
filters are the best, as they provide excellent rejection profile 
but suffer from big size, assembly and tuning problems. 
Surface acoustic wave filters provides excellent performance 
but their shortcoming is lousy. The demand in high speed 
communication has led to the design and development of wide 
band filters to support the applications such as UWB 
technology that promises communication speed of up to 1000 
Mbps. Because of its attractive feature in high speed wireless 
applications, the ultra-wide band communication has been 
authorized by FCC with unlicensed frequency spectrum of 
7.5GHz from 3.1 GHz to 10.6 GHz in February 14,2002 [2]. 
Main challenge of using this type of technology is that we 
need to control undesired interferences. In order to have filter 
that successfully operates, large bandwidth is required. For 
CBMF, the fractional bandwidth of BPFs usually exceeds 
100%. Based on the traditional parallel-coupled line structure, 
very strong coupling structure will be a must for such a wide 
bandwidth.  

II. CBMF (COUPLED-LINE BANDPASS MICROSTRIP FILTER) 

 
Figure 1. – Top view of CBMF 

TABLE I.  FILTER MEASUREMENTS 
 

 

TABLE II.  FILTER PARAMETERS 

 

 

 

 

 

Figure 2. – Manufactured Microstrip Filter 

 

Name Length Width 

Central Box 10.1 mm 1.20 mm 
Coupled lines  11.00 mm 0.20 mm 
Feedline Box 2.00 mm 2.10 mm 

Spacing  0.10 mm 

Parameters Values 
Dielectric thickness (Ɛr) 1.00 

Cell size 0.10 mm 
Box size 45.5 x 15.5 mm 

Frequency 4.1 – 9.5 GHz 
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Figure 3. – Simulated and Measured Frequency vs magnitude output graph 

III.  
PARAMETRIC STUDIES 

 
In this table below, we observed how the frequencies are 
changing while changing different dielectric and air 
thicknesses. We observe S11 and S12 to make it ideal as 
possible. 

TABLE III.  CHANGING OF DIELECTRIC THICKNESSES AND AIR SPACE 

 
Table IV is representing S11 and S12 while changing 
Dielectric and Air thickness together with Spacing between 
coupled lines.  

TABLE IV.  CHANGING COUPLED LINE SPACING AND DIELECTRIC 
THICNKESSES AND AIR SPACE 

 

 
Data set below in Table V is showing how the variables are 
depending on each other. Variables that we changed are: 
Coupled line Spacing, Central Box Width, Dielectric 
Thickness and air space. With small changes, measurements 
and outputs of filter are varying. Last bolded column is 
representing ideal and our final Microstrip filter. After many 
simulations and tries, we had found most suitable Microstrip 
filter. 

TABLE V.  CHANGING:  DIELECTRIC THICKNESS AND AIR SPACE 
TOGETHER WITH COUPLED LINE SPACING AND CENTRAL BOX WIDTH 

Dielectric 
Thickness / 

Air 

Box Width 
/ Coupled 

line 
Spacing  

S11(dB) S12(dB) 

1.0 / 10 1.7/0.2 3.58 GHz / -
34.571456 

4.38 GHz / -
1.1862205 

1.2 / 6.0 1.0/0.2 2.66 GHz / -
20.592003 

4.00 GHz / -
1.1212135 

1.4 / 7.0 2.5/0.1 2.72 GHz / -
20.142215 

2.74 GHz / -
0.8133966 

0.4 / 7.0 2.2/0.1 4.80 GHz / - 
20.692008 

2.98 GHz / -
1.9248371 

1.0 / 10.0 1.2/0.1 3.42 GHz / -
31.489932 

3.42 GHz / -
0.8056058 

 

IV. CONCLUSION 
The main characteristic of this design is to find as good as 
possible filter in order to obtain ideal response and to meet 
nowadays requirements with wireless communication 
technologies [3], [4]. Simulation was conducted in a 3D planar 
high-frequency electromagnetic software called Sonnet. The 
research methods included some filter dimensioning, 
operational requirements analysis, fine tuning and parametric 
sensitivity analysis, optimization analysis, software 
simulation, filter manufacturing using PCB techniques, and 
filter testing procedures. The simulation results have shown 
that the proposed filter can provide impedance bandwidth 
from of 1.99 – 6.2 GHz. From the Figure 3., we can clearly 
see that simulated results of S11 (blue colored line) and S12 
(orange colored line) have smoother output than measured S21 
(green line) and S11(red line). After the testing procedures, the 
measured results were compared with the simulated results, it 
was concluded that the two designs in regards of filter 
performance and operation characteristics are identical with 
acceptable difference. 
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Abstract— This paper presents a hybrid microwave 

quadruplexer architecture with a cavity structure and a 

shielded microstrip substrate which are combined inside one 

single housing. The purpose of the quadruplexer design is 

basically for cellular communications with operation 

frequencies of 825MHz (channel 1), 2060 MHz (channel 2), 2600 

MHz (channel 3), and 3600 MHz (channel 4) and, the 

bandwidths of about 270, 280, 220, and 500 MHz, respectively. 

The proposed quadruplexer consists of two cavity type band 

pass filters (BPF) (channels 2 and 3) by using 3D coaxial 

microwave resonators and two PCB based low pass and high 

pass filters (channels 1 and 4) by using shielded microstrip line 

substrates. The quadruplexer design is modelled, simulated, and 

optimized using Keysight’s Advanced Designed System (ADS) 

software and, simulated frequency response is published. 

Keywords—cavity filters, coupling, multiplexers, 

microstriplines. 

I. INTRODUCTION 

The basis of the cutting-edge products rely on the 
telecommunication technologies. In the past 50 years, 
telecommunication technologies have taken a crucial role for 
the most developed countries for their technological 
experience. One of the most important components in 
telecommunication, microwave filters has been getting 
important day by day. With the increasing number of cellular 
bands for 4G/LTE and 5G, the cellular station’s and mobile 
RF front-end’s critical components have shifted from the 
power amplifier to the filter. [3] In the next decades, Internet 
of Things (IoT) technologies and 5G cellular technologies will 
be able to be configured between each other. By this 
coexistence of the multiple standards will be essential the RF 
filters if the seamless combining to provide for high channel 
capacity  is to success.  

II. THE  QUADRUPLEXER DESIGN 

The designed four-channel quadruplexer here is a 

multiband combiner which consists of hybrid cavity 

resonators and commonly used microstriplines and design 

details are given below. 

A. Shielded Microstripline Low Pass and High Pass Filter 

Design  

 The both proposed LPF and BPF were designed as 5th 

order generalized Chebyshev response with cut-off 

frequencies of 960MHz and 3350MHz, respectively, and  

teflon (PTFE based material)  of dielectric constant εr is 2.1 

was used as the dielectric substrate. A metal enclosure covers 

the all filter structure and make them grounded hence the 

electromagnetic interferances from the other channels are 

reduced. The shielded microstripline filter design parameters 

are as follows: For the low pass filter (LPF), H=20.4mm, 

h=2.54mm, t=0.42mm, and for the high pass (HPF), 

H=19.63mm, h=1.9mm, t=0.127mm, where H is the height 

of the metal housing, h is substrate height and t is conductor 

thickness.  The ADS model of the HPF is depicted in Fig.1. 

 

Fig. 1. ADS circuit model of the proposed HPF  

B. Design of Microwave Cavity Band Pass Filters 

a) Cavity Band Pass Filter Design for Channel-2 & 3: 

 The filter of the channel-2 is a 7th degree network and the 

folded configuration of resonators were realized as three 

conjoined trisection.[2] 

The coupling values between the resonators can be 

calculated by using the low pass prototype “g” values. The 

coupling coefficients can be calculated by using equation  [1]. 

The required input and output external quality factors are 

obtained as Qe = 5,903,  [2]. The 2-D circuit model in ADS 

software is given in Fig.2. The 3-D model of the band pass 

filters (channels 3 and 4) and the frequency responses are 

shown in Fig.3 

 

Fig. 2. ADS schematic design of the BPF of channel 2 with the lumped 

elements  

 

       (a)                                                               
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     (b) 

Fig. 3. 3D EM simulation model and results of the channel 2 BPF, (a) 3-D 

view of the filter, (b) Insertion loss (S21) and return loss (S11) responses.  

 

 
     (a)       

 

    (b) 

Fig. 4. The EM simulation results of proposed  BPF for channel-3, (a) 3-D 

view of the filter, (b) Insertion loss(S21) and return loss results(S11). 

III. QUADRUPLEXER DESIGN AND SIMULATION RESULTS  

The simulation results of the output frequency response with 

2-D circuit model are depicted in Fig.5. In the graph, S (5,1), 

S (5,2), S (5,3) and S(5,4) represent the pass band response 

(insertion loss) of each individual filter. The simulated 

quadruplexer filter responses in Figs. 3b and 4b show that the 

four frequency bands used in LTE cellular base stations are 

combined with low insertion loss in bands and good 

attenuation levels out of bands. 

 

Fig. 5. The final simulation results of the combiner, Insertion loss and 

return loss results. (The Output Response of the Combiner) 

The final quadruplexer should be modelled in an EM 

simulation tool such as Ansys HFSS or CST as depicted in 

Fig.6. If a final model is to be manufactured, the EM 

simulations and optimizations must be performed. It is 

outside of the scope of this paper but this process, which 

usually takes substantial amount of time, is needed before 

building an industrial prototype. 

 

Fig. 6. 3D model of the Quadruplexer (a transparent view is shown)  

IV. CONCLUSION  

 A four channel quadruplexer filter is presented in this 

paper. The final band pass filters, low pass and high pass 

filters were integrated inside a one case and simulated.  

Design steps were summarized  and the frequency responses 

of all channels were validated through closed form 

microwave circuit simulator. Cavity based BPFs are used 

when neighboring band separations are narrow due to their 

extremely high Q factors. Microstrip based LPF and HPF are 

used for the outer channels as they do not interfere with mid-

band channels which are further away.This paper is aimed to 

be a helpful  reference for filter designers. Once 3D EM 

simulations and optimizations are performed, it will be 

possible to realize a commercial quadruplexer for use in 

conventional cellular bands including the early development 

of  5G network.  
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Abstract - In this paper, design, simulations and analysis of 
coupled-line bandpass filter is shown. The filter is completely 
unique due to its geometry, bandwidth and obtained results. It 
contains design, electromagnetic performance assessment, 
optimization, parameter variations, software simulation, 
operational analysis and brief author’s comments. The proposed 
frequency was 5 GHz - 8 GHz. Through the design and 
simulations, around 5.4 GHz - 8.7 GHz is achieved. This filter is 
cheap to produce, since materials which are used are FR-4 for 
dielectric material and Copper as a metal type.  

Keywords – filter, coupled line, bandpass filter, frequency, 
design, simulation, dielectric, metal 

I.  INTRODUCTION  
FIlter design is one of the most interesting fields in 

microwave engineering. A wide number of different 
topologies allows to obtain specific responses for a wide range 
of applications. Inductive filters constitute a strategy of special 
interest due to their simplicity and easy manufacturing 
processes associated with these configurations.[1] The basic 
structure of Microstrip line consists of a conductive strip 
separated from ground plane by dielectric. [2] A bandpass 
filter only passes the frequencies within a certain desired band 
and attenuates others signals whose frequencies are either 
below a lower cutoff frequency or above an upper cut-off 
frequency. [3] The broadband wireless access (BWA) is an 
important issue in current developments of the modern 
wireless communication system. To meet this trend, the 
bandpass filters with relatively wide bandwidth are frequently 
required in the RF front ends. In microwave communication 
systems, the bandpass filter is an essential component, which 
is usually used in both receivers and transmitters. [4] Figures 1 
and 2 shows the simulation and design in Sonnet Suites [5]. 

 
Fig. 1. Top view of bandpass filter 

 

It can be observed on the Figure 1., that filter's left and right 
side are mirror symmetrical, all dimensions and spacing from 
both sides are equal. Port's thickness is 1.4 mm, while all other 
segments are 0.6 mm thick. Spacing between all segments is 
0.1mm. Length of segments varies from 4 mm to 12 mm. 
 

Brief specifications of the designed filter are: 

* Dielectric constant Ɛr = 4.4 (FR-4)  

* Substrate thickness = 10 mm (air), 1 mm (dielectric),  

* Frequency range of simulations 3GHz - 10 GHz 

* Bandwidth 3.3 GHz 

* The filter box space is 30 mm x 13 mm 

* Cell size is 0.1x0.1mm 

* Number of cells : 300 (X direction), 130 (Y direction) 

* Spacing between segments is 0.1 mm. 

II. SIMULATION AND OUTPUT DATA 

 
 

Fig. 2. Frequency vs magnitude output graph of the bandpass filter 
 

As it is shown on the graph, this filter passes frequencies 
between 5.4GHz and 8.7 GHz. These values are more than 
satisfying, since expectations had a bandwidth range around 
3GHz. 
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III. PARAMETRIC STUDIES AND VARIATIONS 
On the coupled line bandpass filter, physical properties and 
parameters were changed, and simulation output is analyzed. 
Parameters that were changed in this case were metal type, 
dielectric material, thickness of dielectric and input/output 
segments thickness. 

A. Thickness of input/output segments 
TABLE I. S-PARAMETERS WHEN THICKNESS OF INPUT/OUTPUT PORTS IS 
CHANGED 
 

Thickness of 
input/output 

S11(dB)  S12(dB)  

1.4 mm -34 dB -1.12 dB 
1.7 mm -42.21 dB -1.18 dB 
1.0 mm -9.66 dB -4.06 dB 
2.0 mm -33.58 dB -1.31 dB 

 
 

 
Fig. 3. Output segment 

 
In the figure 3, Output segment is shown which is the same as 
Input segment. Variation of its thickness is done. It can be 
concluded from the table that this segment gives the best result 
with the thickness of 1.4 mm. Due to S12 it is taken thickness 
of 1.4 mm, because it gives magnitude of -1.12 dB. 

B. Metal type 
TABLE II. S-PARAMETERS WHEN METAL IS CHANGED 
 

Metal type S11(dB)  S12(dB)  

Copper  -34 dB -1.12 dB 
Gold  -33.5 dB -1.15 dB 

Aluminum  -33.36 dB -1.16 dB 
Brass -32.69 -1.24 dB 
Silver -34.08 -1.125 dB 

 
In the table, parameters are shown when metal type is 
changed. Copper is the most commonly used and it is very 
affordable. This metal type gives the best output result, even 
though other metals are giving similar ones. 

C. Dielectric thickness 
TABLE III. S-PARAMETERS WHEN THICKNESS OF DIELECTRIC IS CHANGED 
 

Thickness of 
dielectric 

S11(dB) S12(dB) 

1 -34 dB -1.12 dB 
1.6 -25.92 dB -1.02 dB 
0.4 -17.87 dB -2.4 dB 

 
 

Thickness of dielectric plays a huge role in designing filter. 
Optimum result is while 1 mm thickness is used. 1.6 mm 
thickness gives result with a smaller bandwidth, not a clean 
signal and it is decided to reject that output. Thickness of 0.4 
is not satisfying the desired output at all, since it is required to 
be above -2dB at least. 

D. Dielectric material 
TABLE IV S-PARAMETERS WHEN DIELECTRIC MATERIAL IS CHANGED 
 
Dielectric material S11(dB) S12(dB) 

FR-4 -34 dB -1.12 dB 
Alumina 96% -53.99 dB -0.2 dB  
Quartz (fused) -44 dB -0.13 dB 
Silicon dioxide -46.99 dB -0.126 dB 

Ferro A6M -55.191 dB -0.249 dB 
Polyimide -39.61 dB -0.272 dB 

In this case, type of dielectric material is changed. Thickness 
of dielectric (1 mm) and  metal type (Copper) remained the 
same by default. From the table it is seen that FR-4 is not 
giving the best results, but this filter will be fabricated  and 
FR-4 is taken due various reasons. This type of material is 
very common, accessible and affordable. Alumina 96% is 
giving very strange output with small bandwidth, not 
satisfying the expectations and it is not taken into 
consideration. 

IV. CONCLUSION 
Design of the filter, thickness of segments, gap width, play 

the most important role in fabricating microstrip filter. This 
paper has shown how different parameter variations are 
affecting the bandwidth of the coupled line bandpass filter. 
Even though some dielectric materials are giving better 
results, due to practical reasons, availability, affordability, FR-
4  is chosen as a dielectric material. Parameters which are 
changed during design of the filter are shown in the third part 
of the paper. Analyzing the output, it is observed that this filter 
has a wide range of more than 3.3 GHz.   
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Abstract - This paper introduces a new configuration of the 
microstrip patch antenna. After the optimization of the 
rectangular antenna in terms of performance, space and price, 
the final design is proposed as the S-shaped patch with two 
additional slits. The resonance frequency of the antenna is 8.63 
GHz, with the reflection coefficient of -37.76 dB, making the 
antenna suitable for the X band applications. The maximum 
achieved gain is 5.4 dBi. Compact size of 24 mm x 16 mm, as well 
as the affordable materials used, enable the wide application of 
this configuration.      

Keywords—patch antenna; microstrip; S shape; FR4; Sonnet 
software 

I.  INTRODUCTION 
With the strong advancements in wireless communications, 

there is a growing demand for miniature, low-cost, easy-to- 
fabricate, multiband, dualband and wideband antennas for use 
in commercial communications systems [1]. A communication 
system is usually required when the information is to be 
conveyed over a distance. In today’s modern communication 
industry, antennas are the most important components required 
to create a communication link. A development in large scale 
integration which is the result of electronic circuit 
miniaturization is the apex factor contributed for the recent 
advances of microstrip antennas [2]. A microstrip patch 
antenna offers a low profile, light weight, low fabrication cost, 
which provides great advantages over traditional antennas. 
However, narrow bandwidth came as the major disadvantage 
for this type of antenna [3]. The shape and design of the patch 
become very versatile in terms of operating frequency, 
polarization, pattern and impedance [2]. Different designs were 
investigated in order to obtain the optimized results. 

In this paper, a compact design of an S-shaped slitted patch 
antenna (MPA) with the resonance frequency of 8.63 GHz is 
introduced. Microstrip technology is used for simplicity and 
ease of fabrication. The design and simulation are performed 
using method of moments based electromagnetic simulator 
Sonnet Software. The simulation resulted in the return loss plot 
and gain plot that satisfy the set requirements. Even though the 
antenna has generated four bands below the -10 dB threshold 
for the reflection coefficient, the band with the lowest 
coefficient (-37.76 dB) was chosen for the analysis. The S-
shaped-configuration results were improved by adding the two 
additional slits, which resulted in higher gain and better current 
distribution. The compact size and affordable materials make 
the antenna suitable for wide applications. 

II. DESIGN METHODOLOGY 
The design of the proposed S-shaped slitted MSA starts 

with the rectangular shaped patch. S shape is easily formed by 
cutting two slits from the mentioned patch. In addition to that, 
the two additional smaller slits are cut from the two opposite 
sides to obtain better radiation. The designed antenna structure 
along with its dimensions is shown in Figure 1. and Table 1. 

 
Fig. 1. Configuration of the proposed antenna 

TABLE I.  Dimensions of the antenna 

L1 L2 L3 L4 W1 W2 

7 mm 1 mm 6 mm 5 mm 10 mm 16 mm 

 

The total size of the antenna is 24 mm x 16 mm. It has a 
symmetrical structure, which means that the denoted lengths 
and widths are repeatable through the design. The antenna was 
placed in a box whose size is approximately ten times larger 
than the antenna’s size itself, and the top cover was chosen to 
be free space. 

The electromagnetic performance of the designed antenna 
depends highly on the dielectric layers composition and width, 
the metal type, and the port properties. The dielectric layer in 
the study consists of a 1.6 mm-thick FR-4 substrate with the 
relative permittivity of 4.4 and the dissipation factor of 0.02, 
and a layer of air whose thickness is 100 mm. Along with the 
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dielectric constant and loss tangent, the metal type plays a 
crucial role in antenna performance. The patch is generally 
made of conducting material such as copper or gold and can 
take any possible shape [3]. In this study, the lossless copper is 
used in the S shape. The fourth main factor that affects 
electromagnetic performance of the antenna is the feed line, 
which is attached to the middle point of the antenna and a port 
with the resistance of 50 Ω. Location of the feed, as well as the 
additional slits, highly affect the surface current distribution. 
The feed attached to the middle point of the antenna resulted in 
the currents distributed over greater part of the surface, as it 
can be seen in Figure 2.  

 
Fig. 2. Surface current distribution 

Bandwidth and gain are the most desirable parameters in 
microstrip patch antenna designs. Enhancing both bandwidth 
and gain is a challenging task [4]. First graph that is consider is 
the return loss graph that is used to determine the reflection 
coefficient and the bandwidth. 

From the return loss (S11) plot shown in Figure 3. Of the 
proposed microstrip patch antenna it is observed that the 
reflection coefficient at the input of the proposed S-shaped 
microstrip patch antenna is −37.76 dB of analysis at the 
resonance frequency.  According to the simulated results, the 
bandwidth from 8.604 GHz to 8.656 GHz is achieved, and the 
antenna’s center frequency equals 8.63 GHz. 

  
Fig. 3. S11 plot of the proposed patch antenna 

The gain of the antenna reaches 5.4 dBi in its highest point. 
The polarization graph can be seen in the Figure 4. E Theta is 
achieved to be greater than 5 dBi, while E Phi is achieved to be 
much less than the set threshold of -5 dBi, having the 
maximum of -21.75 dBi. 

 
Fig. 4. Gain plot of the proposed patch antenna 

III. CONCLUSION 
Microstrip antennas have become a rapidly growing area of 

research. Their potential applications are limitless, because of 
their light weight, compact size, and ease of manufacturing [5]. 
The designed and simulated microstrip patch antenna has 
shown good performance and size characteristics. It satisfied 
the set requirements of return losses and gain. However, the 
bandwidth should be increased. 

A few approaches can be applied to improve the microstrip 
antenna bandwidth such as increasing the substrate thickness, 
introducing parasitic element either in coplanar or stack 
configuration, and modifying the shape of a common radiator 
patch by incorporating slots. 
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Abstract—This paper presents a 1×9 SIW power divider 
design based upon the referenced 1×3 SIW power design by 
concatenating them successively. The designed nine-way power 
divider has nearly equal amplitude and uniform phase 
distribution between 9.34-10.38 GHz. The maximum 
magnitude and phase differences between each output ports 
are about 0.5 dB and 2.5 degrees, respectively, at the operating 
frequency band. The performance of the designed power 
divider is quite close to ideal power equality factor (9.54 dB) 
for nine-way power division. 

Keywords— Substrate Integrated Waveguide, power divider. 

I. INTRODUCTION 
Conventional waveguide power dividers are widely 

utilized in microwave and the millimeter wave 
communication subsystems to achieve high-Q and high 
power handling capability with low insertion losses. 
However, waveguide power dividers suffer from the 
drawbacks of the waveguides such as relatively high cost, 
large size, inflexibility and difficulty of mass production. 
Also, waveguide technology requires bulky and lossy 
transitions to be integrated with the planar structures because 
of their size and nonplanar physical characteristics. On the 
other hand, microstrip power dividers have been commonly 
utilized due to their low cost, low size, flexibility and ease of 
integration with planar circuits. However, they have high 
ohmic and insertion losses especially at the millimeter wave 
frequencies. Substrate Integrated Waveguide (SIW) is a new 
wave guiding structure that is proposed in [1], [2] to 
overcome these difficulties. SIW structures have been 
constructed by two parallel rows of electroplated via holes in 
a planar dielectric substrate that has conductive top and 
bottom layers. SIW shows similar propagation characteristics 
with rectangular waveguides known as low-loss structures 
due to this structural property. Also, SIW structures can be 
fabricated as a printed circuit board (PCB) assembly, and 
hence, they have similar advantages with microstrip 
structures such as low profile, low weight and low loss. 
Furthermore, SIW based components have low transition 
loss since they can be monolithically integrated with planar 
feed networks. To benefit from the advantages of SIW 
technology in power division operations, SIW power 
dividers have been developed. 

The conventional waveguide power divider approaches 
can be used in the design of the SIW power divider due to 
similarity in the propagation characteristics with rectangular 
waveguides. In the literature, two main waveguide power 

divider types which are T-Junction and Y-Junction power 
dividers are applied with using SIW technology [3]. Thanks 
to these fundamental two-way power divider types, various 
multi-way power dividers that have even numbered output 
ports can be obtained with the help of the successive addition 
technique. A 1×16 SIW multi-way power divider utilizing 
the successive addition technique is proposed in [4]. 
Moreover, many power divider studies using same technique 
with different even numbered output ports are available in 
the literature [5]-[10]. However, successive addition of these 
fundamental power divider types cannot meet the needs of 
the odd numbered power division operation because these 
basic two-way SIW divider types only allows “1×2n” (n=1, 
2, 3…) power dividers. To meet the odd numbered output 
ports requirement with this method, the input power has to be 
divided into minimum “2n” numbered ports but this is greater 
than required output port number and unnecessary ports 
should be terminated. The input power is divided more than 
required due to unused ports and this leads additional 
insertion and reflection losses. For instance, when needed 
nine-way division operation, the seven of the sixteen output 
ports should be terminated in conventional successive 
addition method. Furthermore, unused ports bring along the 
suitable RF terminator cost and usable space consumption 
problems. In order to effectively meet the needs of power 
dividers that have odd numbered output ports, a novel basic 
1×3 SIW power design is presented in [11]. The 
measurement results of the proposed power divider indicate 
that the structure provides equal amplitude and uniform 
phase distribution at the operating frequency band [12]. 

II. DESIGN OF THE POWER DIVIDER 
The proposed 1×9 SIW power divider is based on the 

referenced 1×3 SIW power design that can be called 
milestone of the power dividers with odd numbered output 
ports. The nine-way divider is designed by adding a same 
three-way divider to each output port of the referenced three-
way power divider. The input power divided into three at the 
first three-way power divider and the divided powers at each 
output ports are divided into three again at the secondary 
three-way power dividers. 

The schematic view of the designed 1×9 SIW power 
divider is shown in Fig. 1. It is designed on 1.575 mm thick 
Rogers 5880 (εr = 2.2, tanδ = 0.0009 at 10 GHz) that is the 
same substrate used for design of the power divider in [11]. 
The red dashed-lines presents the connection points between 
first and secondary 1×3 SIW power dividers. All vias in the 
design are identically the same and equally spaced. 
Furthermore, the structure seen in Fig. 1 has a mirror-image This work is partially supported by TUBITAK Space Technologies 

Research Institute (TUBITAK UZAY). 
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symmetry with respect to the blue dashed-line and the S-
parameter results of symmetrical ports are equal to each 
other (namely, S21=S10 1, S31=S91, S41=S81, S51=S71). 

 

The input power is divided into nine output ports when 
the structure is excited from Port 1. E-field distribution of 
this divider at the operation frequency is shown in Fig. 2. 

 

   
 

Frequency (GHz) 

 S11 
 S21 

(d
B)

 

 S31 
 S41 
 S51 

 S61 
 S71 
 S81 
 S91 
 S10 1 

 
(a) 

  
 

Ph
as

e (
de

gr
ee

) 
 

Frequency (GHz) 
 

 S71 

 S11 
 S21 
 S31 
 S41 
 S51  S10 1 

 S81 
 S91 

 S61 

 

(b) 

Fig. 3. (a) Magnitude and (b) Phase Results of the designed 1×9 
SIW power divider EM simulation. 

The designed 1×9 SIW power divider can be utilized in 
several microwave and millimeter-wave structures that 
requires uniform feeding such as the same phase and power 
level at all of the output ports. The simulation results of the 
divider are given in Fig. 3. 

As seen in Fig 3, the designed power divider provides 
nearly equal amplitude and uniform phase distribution at the 
output ports between 9.34 - 10.38 GHz frequencies. The 
magnitudes of insertion losses (S21, S31, S41, S51, S61, S71, S81, 
S91 and S10 1) are very close to the ideal value (-9.54 dB) and 
the maximum phase differences between the output ports are 
within the range of 2.5 degrees in the operating frequency 
band. Also, the return loss (S11) values are considerably low 
particularly during the frequency band and it is less than -13 
dB. This power divider has demonstrated the advantages of a 
low-profile, design simplicity and low insertion losses at 
each output ports. The fabrication process of the designed 
power divider continues. 
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Abstract— In this paper, a region convolutional neural 
network (R-CNN) is implemented in order to recognize 
Bosnian paper and coin currencies. Convolutional neural 
network (CNN) is implemented to train R-CNN. The training 
is conducted based on a collected dataset of 153 images. The 
dataset is split into 136 and 17 images for training and testing 
respectively. The training is conducted using GPU GTX 1050. 
The proposed model has achieved 99.22% accuracy of the 
recognition. 

Keywords— Deep Learning, R-CNN, CNN, GPU, currency 
recognition 

I. INTRODUCTION  
At present, there are many techniques utilized to image 

classification, fingerprint based recognition, iris and ear 
recognition, etc. As well known, currency papers are one of 
the most used medium for circulation, whereas, the currency 
characteristics vary from country to another. Relying on 
image recognition approaches, specialists investigate and 
make comparisons of different algorithms on their specific 
identification methods by studying several characteristics of 
the currency paper such as the currency color and specific 
data representation of currency, eventually, they will find out 
their specific identification techniques. 

Convolutional Neural Networks (CNN), or as well 
known as deep learning, requires a huge amount of data. The 
accuracy of the currency recognition algorithm will be 
dramatically increased by utilizing a big set of data for 
training. Therefore, the recognition will continuously 
enhance with more data allocated for training [1]. Another 
approach suggested by [2] for currency recognition. This 
approach is based on Ensemble Neural Network (ENN). It 
anticipated for solving the problem of currency recognition 
by applying image compression on grayscales of distinct 
types of images. The compression process is done by 
utilizing every pixel as an output, and then feed it into the 
neural network in order to perform image preprocessing, and 
finally increasing the data. Having more sets helps to 
produce lower error rate of a single network by means of 
identifying the individual neurons. In 2008, another Currency 
detection algorithm is proposed based on compressed 
gradation. The Artificial Neural Network (ANN) assists in 

eliminating the noise from the background by implementing 
a special linear transformation function and ensuring that the 
image features will not be affected. The threshold value of 
the grayscale images was set to be in range between 0 and 
125. In order to enhance the robustness for currency 
detection, an edge detection method was considered. 
Therefore, to achieve that, a set of three-layer 
backpropagation neural network was presented, which is 
effectively detected by different classifications [3]. Hidden 
Markov Model (HMM) is used for currency recognition too. 
In this method, recognizing the currency paper is no longer 
limit to the color and the size of the paper but it is based on 
the texture of currency. Therefore, the any damage of 
currency surface can be overcome. On the other hand, 
unclean paper currency could not be recognized [4]. In 
general, R-CNN composed of several stages. Mainly, create 
the regions of interest which are bounding boxes that have a 
high similarity of containing an interesting object. Next, 
feature extraction from each region proposal by using a 
CNN. Another image which contains a bounding-box is 
warped in order to match the size of the input layer in the 
CNN and then provide it to the next layer. After feature 
extraction, the features vector is fed to support vector 
machine (SVM) which in turns will provide the final 
classification decision. RCNN is trained in multiple stages. 
[5]. The rest of the paper is organized as follows: the 
proposed methodology and the achieved results and finally 
the conclusion. 

 

II. METHODOLOGY AND RESULTS  
 

In this paper, we used a dataset consists of 153 images. The 
dataset covers the front and back sides of the following 
Bosnian currency notes: 5, 10, 20 and 50 cents and 1, 2, 5, 
10, 20, 50 and 100 Bosnian Mark (KM). Then, image 
labeling is conducted to assign a specific label for each 
image as illustrated in Figure 1. Image labeling is an 
essential step to train the deep learning model. The next step 
is to split the dataset into training and testing images. In our 
case, we allocated 136 images for training and 17 images for 
testing. A CNN comprises of 11 layers which is created to 
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train the main object detector which is R-CNN [6]. Table 1 
shows the proposed CNN. It consists of 2 convolutional 
layers followed by ReLU layers. Softmax is used to conduct 
the classification instead of SVM. 
 The CNN is considered as a model for extracting the 
currency note characteristics. The R-CNN model is trained 
over a single GPU GTX 1050. The overall achieved 
accuracy is 99.22% as illustrated in Figure 2. It shows also 
R-CNN is training over 10 epochs. Figure 3 depicts the 
model’s loss curve. 
The final result is presented in Figure 4, it shows that the 
trained model is succeed in recognizing the coins with high 
confidence. This figure shows also that the model is able to 
detect the object.  
 
 
Table 1: The proposed CNN architecture 
1 image input 1000x600x3 images with 'zero-center' 

normalization 
2 Convolution 32 3x3 convolutions with stride [1 1] and 

padding [1  1  1  1] 
3 ReLU ReLU 
4 Convolution 32 3x3 convolutions with stride [1 1] and 

padding [1  1  1  1] 
5 ReLU ReLU 
6 Mas Pooling 3x3 max pooling with stride [2 2] and 

padding [0  0  0  0] 
7 Fully Connected 64 fully connected layer 
8 ReLU ReLU 
9 Fully Connected 12 fully connected layer 
10 Softmax Softmax 
11 Classification 

output 
crossentropyex 

 

 
Figure 1: Image labeling 

 

 
Figure 2: R-CNN training curve 

 

 
Figure 3: Loss curve 

 

 
Figure 4: Experimental results  

 
 

III. CONCLUSION  
Currency recognition is an important factor nowadays due to 
its significant role in implementing smart shops which are 
entirely depend on deep learning algorithms. In this 
research, we have introduced a R-CNN model for 
recognition of Bosnian currency elements. The model has 
achieved a good accuracy in recognition of currencies. This 
idea can be generalized for recognition of the currencies of 
different Balkan countries. 
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Abstract – This paper represents the three element hairpin 
bandpass filter with its design, analysis and simulation. This 
paper contains introduction about filters, then design and 
output graph of three element hairpin bandpass filter, after 
that there are parametric studies and variations and in the end 
there is author’s comment and conclusion. The achieved 
frequency of the designed hairpin bandpass filter is around 
2.54 - 3.01 GHz. Materials which we need for fabrication of 
this filter is copper as a metal, and FR-4 for dielectric. They 
are most commonly used for fabrication filters, and also the 
cheapest. 

Keywords – filter, hairpin, bandpass filter, frequency, 
design, simulation, dielectric, metal 

I.  INTRODUCTION  
Filters play important roles in many RF/microwave 
applications. [1] A bandpass filter is one that passes 
frequencies within a certain range and attenuates 
frequencies outside that range. For most of the wireless 
applications high quality and compact sized RF/microwave 
filters at low cost are required. [2] Out of  various bandpass 
microstrip filters,  hairpin filter is one of the most 
commonly used. The concept of hairpin filter is same as 
parallel coupled half wavelength resonator filters. [3] There 
are many benefits of this type of filter. Some of them are: 
small size and simple structure, best possible space 
utilization as compared to coupled and parallel coupled 
microstrip realizations, its band in which passes frequencies, 
which is below 3 GHz, and many wireless applications take 
place at the frequency below 3 GHz. [4] Figures 1 and 2 
shows the simulation and design in Sonnet Suites [5]. 
 
In Figure 1 we can see that filter's left and right side are 
mirror symmetrical and all dimensions and spacings from 
both sides are equal. The thickness of input/output segments 
are 2.5 mm, the gaps between elements are both 0.2 mm, 
and all three elements are almost the same. The difference is 
just that the element in the middle is higher for 1 mm than 
the other two elements.  
      Brief specifications of the designed filter are: 

* Dielectric constant Ɛr = 4.4 (FR-4)  

* Substrate thickness = 10 mm (air), 1 mm (dielectric),  

* Frequency range of simulations 2 GHz - 4 GHz 

* Bandwidth 2.54 GHz – 3.01 GHz 

* The filter box space is 24.9 mm x 20 mm 

* Cell size is 0.1x0.1mm 

* Thickness of metal 0.1 mm 

* Type of metal - Copper 

 
Fig. 1. Top view of three element hairpin bandpass filter with all 

dimensions in milimeters 

II. SIMULATION AND OUTPUT DATA 

 
 

Fig. 2. Frequency vs magnitude output graph of the bandpass filter 
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III. PARAMETRIC STUDIES AND VARIATIONS 
On the three element hairpin bandpass filter, physical 
properties and parameters were changed, and simulation 
output is analyzed. Parameters that were changed in this 
case were thickness of input/output segments, gaps between 
elements, metal type, dielectric thickness, and dielectric 
material. Parameters which are chosen for the filter are: 
thickness of input/output segments is 2.5 mm, gap is 0.2 
mm, metal type is copper, dielectric material is FR-4, and 
dielectric thickness is 1 mm. In all these cases of changing 
parameters just one specified parameter is changed, other 
parameters stay the same as mentioned above.   

A. Thickness of input/output segments  
TABLE I. S-PARAMETERS WHEN THICKNESS OF INPUT/OUTPUT 
SEGMENTS ARE CHANGED 

Thickness of 
input/output 

S11(dB)  S12(dB)  

1.0 mm -23.13 dB -1.77 dB 

2.0 mm -26.90 dB -1.52 dB 

2.5 mm -38.25 dB -1.45 dB 

3.0 mm -39.39 dB -1.45 dB 

From the Table I, it can be concluded that after increasing of 
the thickness of input/output segments, results are better.  

B. Gaps between elements 
TABLE II. S-PARAMETERS WHEN GAPS BETWEEN ELEMENTS ARE 
CHANGED 

Gaps (mm) S11(dB)  S12(dB)  

0.1 mm -31.42 dB -1.26 dB 

0.2 mm  -38.25 dB -1.45 dB 

0.3 mm  -28.09 dB -1.69 dB 

0.4 mm -25.17 dB -1.94 dB 

0.5 mm -22.18 dB -2.24 dB 

In the Table II, it can be seen how S-parameters are 
changing when increasing gaps between elements is 
performed. It can be concluded that increasing of gaps will 
cause worse results.  

C. Metal type 
TABLE III. S-PARAMETERS WHEN METAL TYPE IS CHANGED 

Metal type S11(dB)  S12(dB)  

Copper -38.25 dB -1.45 dB 

Gold  -38.33 dB -1.51 dB 

Brass  -38.71 dB -1.63 dB 

Aluminum -38.42 dB -1.52 dB 

Silver -38.29 dB -1.46 dB 

As it can be seen from the Table III, metal type from which 
filter is made does not play an important role, because the 
results are very similar, and they are all good. 

D. Dielectric thickness 
TABLE IV. S-PARAMETERS WHEN THICKNESS OF DIELECTRIC IS 
CHANGED 

Thickness of 
dielectric (mm) 

S11(dB) S12(dB) 

1 mm -38.25 dB -1.45 dB 
1.6 mm -29.87 dB -1.12 dB 
0.4 mm -17.57 dB -3.64 dB 

In the Table IV, it can be noticed that dielectric thickness 
plays important role in the designing of the filter, and 
changes in the thickness of the dielectric will cause changes 
on output graph.  

E. Dielectric material 
TABLE V S-PARAMETERS WHEN DIELECTRIC MATERIAL IS CHANGED 
Dielectric material S11(dB) S12(dB) 

FR-4 -38.25 dB -1.45 dB 

Alumina 96% -0.03 dB -56.94 dB  

Silicon dioxide -48.84 dB -0.18 dB 

Polyimide -48.28 dB -0.35 dB 

Quartz (fused) -51.03 dB -0.18 dB 

In this case, type of dielectric material is changed. From the 
Table V, it can be seen that FR-4 does not give the best 
result, but still it is good for fabrication. FR-4 is chosen 
because it is the most commonly used and the easiest for 
fabrication. Alumina is the worst dielectric material for this 
type of filter. 

IV. CONCLUSION 
This paper shown design, analysis and simulation of 

three element hairpin bandpass filter. It is very simple type 
of filter which is very useful in wireless applications. The 
bandwidth of the filter is 0.47 GHz. This filter is not 
expensive for fabrication, because the metal from which it is 
made, and the dielectric material on which it will be printed 
are not expensive. Next step is fabrication of the filter.   
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Abstract— The paper presents a new configuration of 
compact T-shaped microstrip path antenna on 1.6mm FR-4 
substrate. The microstrip patch antenna is simulated using the 
Sonnet Software. This design can be used as transmitting 
antenna operating at 2.4 GHz radio signals with bandwidth 
ranging from 2.44 GHz to 2.495GHz, and with input match S11 
less than -30dB on 2.465GHz frequency. The Gain of the 
proposed antenna is 4dB. The proposed antenna design can be 
widely utilized for radio communication between smart 
Internet of Things (IoT) devices, and this antenna can be easily 
implemented on any kind of printed circuit board, because it is 
designed on FR-4 substrate. 

Keywords—microstrip antenna; T-shaped; FR-4; gain 

I. INTRODUCTION 
In the modern IoT world, when we have a lot of smart 

devices for remote sensing and home automation, in some 
cases we need to have small suitable antenna for transmitting 
data to those smart home devices.  Most of those devices are 
used to make our life easier.  

A lot of papers are introduced and the authors are talking 
about Wireless Sensor Network (WSNs) operating at 2.4GHz 
have turned out to be the one of the most exciting areas of 
research in the past few years [1, 2]. Besides that, there are 
many interesting Microstrip antennas and array designs at 
2.4Ghz, for Low Energy Bluetooth or RFID [3, 4], but in this 
paper the focus will be on simple design of transmitting 
antenna for 2.4GHz radio, which is widely used for remote 
sensing and remote control.  

In the literature can be found a lot of different antenna 
designs for 2.4GHz [5, 6]. 

II. ANTENNA DESIGN 
The antenna design is based on FR-4 substrate material 

of 1.6mm thickness. The proposed design is shown on  Fig. 
1. The Antenna has an inset fed, and small metal areas 
around T shape. Those areas are used to ensure that the 
antenna has enough radiation power on resonant frequency, 
and better current distribution, that can be seen in Fig. 4, in 
the third section of the paper. Also, these small metal areas 
are added in order to increase the bandwidth of the antenna.  

With this type of the antenna, it is possible to easily 
change channels on 2.4GHz radio signal. For example, if the 
data rate is 1Mbps, channel spacing will we 1MHz. With 
bandwidth of 55MHz, it is possible to control a large number 
of remote devices. Dimensions of the antenna are presented 
in Table 1. This antenna design is very simple and can be 
easily reproduced in any CAD software.  

 

TABLE I.  ANTENNA DIMENSIONS 

W1 56 mm H1 26 mm 
W2 52 mm H2 23 mm 
W3 20 mm H3 27 mm 

W4 12 mm H4  23 mm 

W5 20 mm   

W6 14 mm   
 

 

 
Fig. 1: Antenna design with marked dimensions 

III. RESULTS 
This antenna is designed and analyzed using the Sonnet 

Software. The input match S11 of the antenna is shown 
between 2 and 3 GHz in figure 2. In Fig. 2. is shown input 
match of -31dB on resonant frequency of the antenna. The 
input match is less than a -10 dB in the frequency range 
between 2.44GHz and 2.495GHz. 

In Fig. 3. it is shown the gain pattern of the antenna. 
Horizontal polarization of the antenna has 4dB Gain at  the 
resonant frequency, and vertical polarization has the gain of        
-40dB. Fig. 4. illustrates current distribution in the antenna 
on resonant frequency. From figure 3., it is possible to see 
that the radiation of the antenna comes mostly from the 
center of the T shape, and also from the additional metal 
regions on the left and right side of T shape. The Cross 
polarization level is well below -40dB as seen in figure 3. 
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Fig. 2: Input match of the proposed antenna design. 

 
Fig. 3: Gain pattern of the proposed antenna design at 2.465GHz 

 

Fig. 4: Current distribution of proposed antenna design at 2.465GHz 

IV. CONCLUSION 
A T-shaped microstrip patch antenna for 2.4GHz radio 

communication is presented.. The antenna has simple design, 
and it can be easily drawn in any CAD Software. The 
antenna is designed on a FR-4 substrate, which has 1.6mm 
thickness. Because of the fact that FR-4 is a standard 
substrate for most of the printed circuit boards, this antenna 
design can be easily implemented on any printed circuit 
board on FR-4 substrate. The Sonnet simulations reveals that 
the designed patch antenna is capable of operating between 
2.44GHz and 2.495GHz. For various data rates, we can 
easily have more channels for radio communication, for 
example on 1Mbps data rate, we can have 50 communication 
channels, for lower data rates we can have even more 
communication channels.  
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Abstract –Project of designing Microstrip Bandstop Filter 
included projection, design, simulations and final analysis. In the 
forefront this research is an introduction of new configuration of 
Microstrip Bandstop Filter, designed in L-shape. It is composed 
of six parts, and are included five L-shaped elements and one 
rectangular box. This box has two ports, each on one side. The 
microstrip filter is simulated having a bandwidth 10.4 GHz, 
where S11 = -0.17 dB and S12 = -23 dB.  

Keywords –Microstrip Bandstop Filter (MBSF), L-shape, 

I. INTRODUCTION  
Bandstop filter also known as rejected band filter, where the 
filter has a function to hold the frequency in the range f1to f2 
and f1 skip frequencies below and above f2. The bandstop 
filter is the opposite of bandpass filter [1]. Nowdays, there is a 
huge market where are available many filters, but there are 
new applications that request better accuracy. Conventionally 
the microwave bandstop filter (BSF) is implemented either by 
all shunt stubs or by series connected high-low stepped-
impedance microstrip line sections. However, generally these 
are not easily available in microwave band due to the high 
impedance microstrip line and the spurious pass-bands. To 
remove these disadvantages, defected ground structures 
(DGSs) for microstrip lines have been presented in recent 
years. Bandstop filter for X-Ban application have been 
presented in [2] a DGS with folded L-shaped arms. The 
resonant behaviors of the DGS used in to introduces 
transmission zeroes to the filter response and consequently 
improves its stopband performance.[3] This paper work deals 
with design and development of a microstrip filter at 
frequency at 10 GHz. In this structure are used L-shape 
resonators coupled both electrically and magnetically to the 
main line. The distance between the resonators is 0.25mm. 
Also changing the angle on the L-shaped the frequency in the 
bandstop filter is changed, the ideality of the frequency is with 
angle 41º. Changing the angle below and above the frequency 
limit are changed. The difference between the angle can be 
small, but the difference in the frequency are huge, with big 
peak and that make the signal unstable. In some applications 
BSF are used as reducers of noise especially in case of signal 
transmission. The L-shaped can be used in many aspects 
improving the required frequency, but it is most used for 
radars,wireless computer networks and satellite 
communication.  

 

II. Designing Band stop Filter 
 

 In this section design steps and simulation results are given. 
Figure 1 has shown the top view of Microstrip Bandstop Filter 

including the dimension of the each part of shape.  

 
Figure 1. – Top view of MBSF 

 
In this table is shown the dielectric thickness of the air, the 
size of the box, cell size and frequency that are used in the 

designing this filter. 

TABLE I.  FILTER MEASUREMENTS 

 

 

 

Parameters Values 
Dielectric thickness (Ɛr) 1.00 

Cell size 0.1 mm 
Box size 25.0  x 30.0 mm 

Frequency 10 GHz 
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Figure 2. has shown Simulated Frequency and magnitude 
output graph. 

 
 

Figure 1. – Simulated Frequency vs magnitude output graph 
 
 
 

 III. PARAMETRIC STUDIES 
 

In the table below  observed is  how the frequencies are 
changing while changing the angle in the L-shaped.Also, 
observed S11 and S12 to make it ideal as possible. 

                       TABLE II.  CHANGING ANGLE 
 

 

 

 
 

 

 

 

 
Data set below in Table III is showing the dimensions of the 
L-shape and the central box of the filter. Before getting this 
dimension, we used a lot of simulation where we changed the 
dimension of L-shape or central box.  Small changes, 

measurements and outputs of filter are varying. After many 
simulations and tries, we had found most suitable Microstrip 
filter. 

 
 

TABLE III.  DIMENSIONS OF THE FILTER 

 

 

 

 

 

 
 

 IV CONCLUSION 
 

This design of bandstop filter has aim to find the best possible 
response and to implement nowdays this type of filters in 
radars, wireless computer networks and satellite 
communication. All simulation has been done in Sonnet  
software wich  is well known as one of the best software   for 
designing 3D planar high-frequency filters. Type of filter that 
we designed is most used for radars, wireless computer 
networks and satellite communication. What we have done in 
software is dimensioning, analysis, sensitivity analysis, 
simulations and testing   procedure. After conductiong 
parameter study, 10.4 GHz of the design specification were 
met with -23 dB of S12 and -0.17 dB of S11. Next step is the 
fabrication of the filter. 
 
. 
 

 V.  REFERENCES 
[1] Dain W. Astuti, Ferdi Y, Mudrik A.”Bandstop Filter for Radar 

Aplication with L Resonantor” 
[2] R. Habibi Ch Ghodadi, M. Ojarvordi and N. Ojavordi, “Very Compact 

broad bandstop filter using periodic L-shaped stubs based on self-
complementary structure for X-band application” Electronic Letters Vol. 
48. No 23.2012. 

[3]    Mohammad Pourbagher, Nasser Ojaroudi, Changiz Ghobadi, and 
        Javad Nourinia,"Compact Band-Stop Filter for X-Band Transceiver in 
        Radar Applications," ACES Journal, Vol. 30, No. 4, pp. 423-426, April 
       2015.  
[4]    Sonnet Suites, ver. 16.54, [http://www.sonnetsoftware.com%60] 

www.sonnetsoftware.com` 

 

 

Angle (º) S11 (dB) 
 

S12 (dB) 

41 -0.38dB/ 
10.42 GHz 

-10.67dB/ 
10.4 GHz 

47 -7.56dB/ 
10.27GHz 

-17.22 Db/ 
10.5 GHz 

34 -2.7 dB/ 
8,45 GHz 

-36.2 dB / 
7.71 GHz 

42.4 -4.7 dB/ 
9 GHz 

-14.5 dB/ 
9.23 GHz 

39.9 -10dB / 
10.42GHz 

 -16.2 dB/ 
10.3 GHz 

Shape Dimensions 
 

L-shape (hole) 8.6 x4.3 mm 
Vertical part of 
L-shape 

 
7.1 mm 

Horisontal part 
of L-shape 

 
4.3 mm 

Width L-shape 1.5 mm 
Central box 25x1.5 mm 
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 Abstract— In our work, design and simulation of a compact 
microstrip patch antenna is studied. The research methods 
include antenna design architecture consideration and 
optimization through an analysis of different input parameters 
and simulations. The antenna operates at 8.8 and 11.85 GHz. 
Radiation pattern of electric field phi-polarized gains are 5.01 
and 5.7 dBi respectively. Radiation pattern of electric field phi 
polarized gain is 5.07 dB and theta-polarized gain is 6.27 dB 
respectively. The goal of the study was dual band patch antenna 
in X and Ku Bands. 

Index Terms  —  microstrip antenna, patch, compact 

I.  INTRODUCTION  
The use of high permittivity microwave substrate in 

designing the antenna is an effective way  to reduce the size of 
microstrip antenna at fixed operating frequency [1].  
This paper presents a compact microstrip antenna design 
supported by simulation. Simulations are obtained from the 
software called Sonnet Suites which uses Method of Moments 
as an electromagnetic solution technique [2]. 
In another work available online they have three L-type slots 
in a Z-shape microstrip patch antenna and they have 
maintained two resonances at 1.12 GHz, and 1.68GHz [3]. 
Also, in the other work, the team of students of „Institute of 
Management and Technology”  in Odisha, India, made the 
simulation of microstrip patch antenna with  
I- slot Using Discrete Particle Swarm Optimization (DPSO), 
with frequencies of 3.4 GHz and 4.1 GHz. [4]. 
Additionally, in a different work, design and analysis of patch 
antenna using metamaterial (MTM) structure is presented. The 
proposed reception apparatus is structured at a height 3.2 mm 
from the ground plane. This structure is worked at 1.89 GHz 
and 2.553 GHz. At 1.89GHz, the transmission capacities are 
expanded up to 29.2 MHz and 19.8 MHz in contrast with 
10.1MHz of RMPA alone[5].  

II DESIGN AND SIMULATION RESULTS 

In this work, a Z-shape microstrip  patch antenna was 
designed by feeding it  from bottom-center. One square 
symmetricly added to both ends of the antenna in order to get 
appropriate frequencies. This resulted with having best gain 
that is much better than without these squares. Highest gain 
was obtained at 11.86 GHz and lowest gain was obtained at 
8.8 GHz. Our Z-shape antenna as you can see in picture below 
have these sizes. The length is 38.02 mm. the square we added 
is by default size   1.0 x 0.95 mm and we were changing its 

size to get different frequencies and gains that is shown in 
tables below. Thickness of middle part is 3.0 mm that is 
actually almost double the other two parts that are by 2.1 mm 
thick. Figure 1 has the top view of the antenna.  

 
Fig. 1. Z-shape antenna  

In Table I  it is shown change in gain in different frequencies 
when size of squares is changed.          

   TABLE I Changed size of squares at the end  
Size (mm) Frequencies (Gain dBi if Theta = 25.0, −25.0) 

1.0 x 0.95 8.8 GHz(5.07, -17.8) 11.85 GHz (-5.5, 6.2) 

2.0 x 1.95 8.75 GHz(5.05, -15.50) 11.86 GHz(5.7, -5.06) 

3.0 x 2.95 8.7 GHz(4.35, -10.06) 11.8 GHz(-4.5, 4.32) 

 

In Table II  there is a change in gain in different frequencies 
when width is changed. 

TABLE II Changed width in upper and lower horizontal part 
Width 
(mm) 

Frequencies (GHz) (Gain dBi if Theta = 25.0, −25.0) 

2.1  8.86 GHz(5.07, -17.8) 11.85 GHz(-5.5, 6.2) 

3.05  8.6 GHz(4.75, -11.4) 11.85 GHz ( 4.75, -11.5) 

1.05 9.025 GHz(5.11) 11.95 GHz(5.59, -6.04) 
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S11 is seen in figure 2 

 

 Fig. 2. Response viewer of Z-shape antenna 

Phi polarized Far field radiation pattern for 8.8 Ghz is seen in 
figure 3 

 
 Fig. 3. Far field at 8.8 GHz 

Theta polarized Far field radiation pattern for 11.85 GHz Â is 
seen in figure 4 

 
 Fig. 4. Far field at 11.85 GHz 

 

 Current distribution for the frequency of 8.8 GHz is in Figure 
5 

 
Fig. 5. Current distribution, 8.8 GHz frequency 
 

II. CONCLUSION 
In this work, a Z-shaped microstrip patch antenna is designed 
and simulated. The microstrip patch antenna configuration 
containing square endings attached to the both sides of the 
body and the feed line following the center of the rectangular 
body. The tests which were conducted for achieving better 
results involved altering of location of port on feeding line and 
dielectric material thickness, and concluded our test by 
combining the best results. 
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Abstract – In this work, design, simulation and test of a three 
element compact microstrip bandpass filter is studied. Two 
symmetric lines were attached to the ports and a rectangle line 
was in between those lines. The aim of the research is to 
introduce a new configuration of microstrip filter 
design.Simulation results that were found are: S11 at 1.41 GHz 
gets -22.75 dB while S21  gets -0.4001 dB. 

Keywords - Coupled-line Bandpass Microstrip Filter (CBMF) 

I. INTRODUCTION 

Filter design is one of the most important areas in microwave 
technology. The key component of the microwave 
communication system is filter and there are various types of 
filters that are used in microwave communication systems. In 
the past decades, the traditional parallel coupled-line bandpass 
filter has been extensively studied and widely used in RF 
front-ends design. The performance of traditional parallel 
coupled-line bandpass filters suffers from the existence of 
spurious passbands generated at the multiples of the operating 
frequency. This intrinsic limitation degrades the stopband 
rejection behavior and limits its field reliability [1]. This paper 
will concentrate on the design of a compact size microstrip 
bandpass filter. Bandpass filter is a passive component which 
is able to select signals inside a specific bandwidth at a certain 
center frequency and reject signals in another frequency 
region, especially in frequency regions, which have the 
potential to interfere the information signals [2]. Band pass 
filter could either be realized using lumped components or 
distributed components. Lumped components consist of 
discrete elements like inductors, capacitors etc. Distributed 
elements consist of transmission line segments that simulate 
different values of inductance and capacitance. The demand in 
high speed communication has led to the design and 
development of wide band filters to support the applications 
such as UWB technology that promises communication speed 
of up to 1000 Mbps [3].Microstrip bandpass filter is a key 
component in a radio frequency receiver for the growing 
wireless communication applications operating in multi-band, 
especially in the new developed wireless local area networks 
[4]. This paper presents a coupled line microstrip bandpass 
filter design supported by simulation. Simulations are obtained 
from the software called Sonnet Suites [5].The analysis of the 
designed filter will be presented briefly in further sections. 

 

 

II. DESIGN STEPS OF CBMF (COUPLED-LINE BANDPASS 

MICROSTRIP FILTER) 

Figure 1 presents the top view of the filter: 

 
Figure 1. – Top view of CBMF 

Figure 2 has the S parameters of the filter. As you can see S11 
is -22.27 dB in resonance frequency of 1.41 GHz and S21 is -
0.4. 

Figure 2. - Simulated Frequency (GHz) vs. magnitude (dB) output graph 

In table 1, as it can be seen in Figure 1, width and length of 
central box, coupled lines and spacing are showed. So, these 
are the parameters of the filter: 
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TABLE 1:DIMENSIONS OF THE FILTER 

 

 

III. PARAMETRIC STUDIES 
 

In table 2, we observed how the frequencies are changing 
while changing different dielectric and air thicknesses. We 
observe S11 and S21 to make it good as possible. 

TABLE 2: SIMULATED RESPONSE FOR DIFFERENT DIMENSIONS 

 

The table 3 is representing S11 and S21 while changing 
Dielectric and Air thickness together with gap between 
coupled lines.  

TABLE 3: SIMULATED RESPONSE FOR DIFFERENT GAPS 

 
 
Variables that we changed are: Coupled line Spacing, Central 
Box Width, Dielectric Thickness and air space. With small 
changes, the measurement and output of the filters vary. After 
many simulations and tries, we had found most suitable 
Microstrip filter. 

 

IV. CONCLUSION 
In this work, a Microstrip Coupled - Line Bandpass Filter is 
designed, simulated and tested. Simulation was performed in a 
3D planar high-frequency electromagnetic software called 
Sonnet. The performance of the filter is observed based on its 
S-parameters which are return loss (S11) and the insertion loss 
(S21). The research methods included operational requirement 
analysis, parameter sensitivity analysis, optimization analysis, 
software simulation and filter testing procedures. 
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Name Width (mm) Length (mm) 

Central Box 1 70,2 

Coupled Lines 2 52,4 

Spacing 0,8 - 

Dielectric/Air thickness 
(mm) S11(dB) S21(dB) 

1.524/5.0 1.38GHz/-21.9125 1.38GHz/-0.5335 
1.8/5.4 1.39GHz/-18.3415 1.39GHz/-0.4803 
1.2/4.8 1.36GHz/-13.4287 1.36GHz/-0.8929 
1.3/5.0 1.37GHz/-23.2394 1.37GHz/-0.6382 
2.0/6.0 1.4GHz/-24.3 1.4GHz/-0.3916 

Dielectric/Air 
thickness (mm) Gap (mm) S11(dB) S21(dB) 

1.524/5.0 1 
1.38GHz/-
21.9125 

1.38GHz/-
0.5335 

1.3/5.0 1 
1.37GHz/-
23.2394 

1.37GHz/-
0.6382 

2.0/6.0 1 1.4GHz/-24.3 
1.4GHz/-
0.3916 

1.524/5.0 0,8 
1.39GHz/-

19.705 
1.39GHz/-

0.3959 

1.3/5.0 0,8 
1.37GHz/-

17.049 
1.39GHz/-

0.4915 

2.0/6.0 0,8 
1.41GHz/-

22.75 
1.42GHz/-

0.4001 

57



A Short Survey on Mobile Operating Systems 
 

Bakir Brkic, Himzo Hasak, Omar Hassan, 
Lejla Hodzic, Ali Abd Almisreb 

Department of Computer Science and 
Engineering  

International University of Sarajevo  
Sarajevo, BiH 

aalmisreb@ius.edu.ba 

  

Abstract— This paper is intended to provide a review of 
papers written about mobile operating systems as well as some 
of the mobile application development platforms. The paper 
goes through chronological advancement of the mobile 
operating systems and explains the leading operating systems 
present today. Furthermore, it goes on to describe the 
importance of cross-compilation on today’s process of mobile 
applications implementation.  

Keywords—review, mobile, operating systems, platforms. 

I. INTRODUCTION 
Operating system is responsible for executing 

applications and programs. Mobile environment includes 
mobile applications to run on the mobile devices. These 
applications are built specifically for mobile operating 
systems and, evolving very fast in the past decade. These 
devices, called smartphones, can be found relatively cheap 
and are present in every technological environment 
practically. Since high-speed networks are available, many 
application stores are introduced to the virtual market. As a 
result, the influence, advancement and the importance of 
mobile industry, including smartphone devices, mobile 
operating systems, application development platforms and 
mobile applications, are  increasing and it may continue to 
have even greater impact on people’s life [1]. The 
deployment of mobile wireless network is increased the 
global usage of mobile phones. Furthermore, development 
of 3G network made all the commodities we enjoy today on 
our mobile phones possible. [2]. Therefore, it has been a rise 
in interest in the mobile industry. This advancement in 
smartphone technology brought some challenges, including 
the development of the applications for such devices. 
Furthermore, many universities decided to deploy some kind 
of a new system of teaching how to code in order to build 
mobile applications [3].  

II. MOBILE OPERATING SYSTEMS 
The literature used in this scientific review of mobile 

operating systems and development platforms were 
published in the time frame of the last 15 years, in which the 
advancement and the difference in trends regarding this topic 
can be seen. The oldest scientific paper we used is written in 
2004, while the most recent one is from 2018. Majority of 
the papers are written as part of academic research and there 
are a few really useful papers written by experts in practice. 
The academics, scientist and engineers who wrote these 
papers span between many different countries around the 
world. Operating system can be defined as an intermediary 
program between hardware and software. It has a task to 
execute programs and efficiently use the hardware, while 

being easy to use for the end user [4]. The creation of one 
mobile operating system is not an easy task. It is required for 
the technological part of the development to be planned 
strategically. It has great importance to bear in mind the 
third-party applications and devices and making sure the 
operating system is able to adjust with them. The operating 
systems should also be made to adapt and be compatible to 
different processors and hardware [5]. Before 2010, it was a 
great challenge to get all the technology work seamlessly 
with all the new requirements made. Not only the mobile 
phones supported calls and SMS messaging, but also more 
and more features have been added, such as multimedia 
gadgets and wireless internet. Mobile phone manufacturers 
had the obligation to come up with the new ideas for more 
efficient and reliable software platforms that would be able 
to catch up with the new trends entering this industry. Today, 
with the iOS and Android being the most popular mobile 
operating systems, it is hard to remember the operating 
systems that used to be before them, such as Symbian OS, 
Windows Mobile, Linux, REX and Nucleus [6]. Back in the 
2009, statistics on global mobile phones sales states that the 
Symbian OS and RIM Blackberry were the leading operating 
systems [7]. In 2008, 10 years after Symbian OS is founded, 
all of the shares are transferred to Nokia. However, Nokia 
was only one of the companies that created this operating 
system. Others are Ericsson, Motorola and Psion. Nokia can 
attribute much of its success to the Symbian OS and because 
of this success, other manufacturers used to pick Symbian as 
an operating system of choice [8]. The mobile phone 
environments are one of the closest environments at the 
beginning of the new millennium, before Symbian and Java 
brought the change which led to the open platform 
technologies revolution. With such competitive market, time 
is really important factor and even a couple of days of earlier 
release may be considered as a market win. However, the 
problem used to be in developing mobile apps, since it is 
very challenging because of the need for special techniques 
and knowledge [9]. In the time before the huge popularity of 
smartphones, the major players in mobile platform 
development are telecom providers who has a huge impact 
on how the industry will be shaped and what services are 
going to be offered. Now with the emergence of smartphones 
and their wide acceptance new way of software development 
is also emerging. Developers are now separate entities not 
tied to the telecom providers or device manufacturers. They 
are innovating and sharing new ideas through Open Source 
community and this is what makes the mobile platform 
development much more interesting, more innovative [10]. 
The entire mobile industry has been changed the moment 
Android entered the market in 2010. Today, Android is a 
popular mobile operating system, developed and maintained 
by Google. The introduction to the new mobile operating 
system promoted the competition in this industry, since they 
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have entered the same market as the iPhone, and the 
comparison between the popularity between Android, iOS 
and Windows Phone OS through time can be seen on the 
Figure 1, which was extracted through Google Trends 
website. It can be said that the success of the Android lies in 
the fact that it is open-source, so many technological and 
electronic corporations  used it while creating their mobile 
phones, while the same cannot be said for iPhone [11]. The 
architecture of Android is consisted of Linux kernel, 
applications, application framework and libraries [7]. 
Android operating system is based on Linux and is 
developed by Google mostly in programming language Java. 
It is not only made for smartphones, but also for the watches, 
televisions and cars. Today, there is around 2 million 
applications made for Android, which proves the great 
popularity this operating system has. The first version of 
Android, Alpha 1.0, was launched in 2007, after which there 
has been 15 more versions: Beta 1.1, Cupcake 1.5, Donut 
1.6, Éclair 2.0-2.1, Froyo 2.2-2.2.3, Gingerbread 2.3-2.3.7, 
Honeycomb 3.0-3.2.6, Ice Cream Sandwich 4.0-4.0.4, Jelly 
Bean 4.1-4.3.1, KitKat 4.4-4.4.4, Lollipop 5.0-5.1.1, 
Marshmallow 6.0-6.0.1, Nougat 7.0-7.1.2, Oreo 8.0-8.1 and 
Pie 9.0 [4]. Some studies suggest that developers and 
students who are learning to develop mobile applications will 
most likely use Android as a platform of choice for 
developing their own applications, even among the groups 
who are personally mostly using iOS [12]. The iOS operating 
system is developed by Apple Inc. in 2007 and it is based on 
Unix operating system, mainly written in programming 
languages Objective-C and Swift. App store, which is the 
official application store for the iOS, has almost as many 
applications as Android, being the second largest application 
store. iOS version history is consisted of the following 
versions chronologically: iPhone OS 1, iPhone OS 2, iPhone 
OS 3, iOS 4, iOS 5, iOS 6, iOS 7, iOS 8, iOS 9, iOS 10, iOS 
11 and iOS 12. The main difference between iOS and its 
competitors, is that one cannot legally run iOS on a different 
machine that was not manufacture by Apple Inc [4]. The 
Windows Phone Operating System is developed by 
Microsoft in programming language C#. All the versions of 
the Windows Phone are: 7, 7.5, 7.8, 8 and 10. The number of 
applications on Windows Phone store is smaller compared to 
the Google Play store and the App store [4]. Software 
engineering can be defined as a process in which software is 
created by a team or an individual. Software engineering in 
terms of mobile application development has some 
additional requirements and challenges when compared to 
the traditional software engineering, for example, interaction 
with other applications, handling the sensors, security, 
specific user interface, testing complexity and power 
consumption [6]. While the mobile platforms are rapidly 
advancing and the need for software developers for such 
systems rises, it also brings a few significant problems with 
it. One problem is the fact that software has to be constantly 
changed and updated and it leads to poorly maintained and 
structured code. Customer related risks (wrongly written 
software requirements or software that does not meet 
customer needs), communication related risks, market risks 
resource risks, financial risks and maintenance risks are only 

some of the current challenges existing in modern 
development process [7]. The number of all possible actions 
one is able to do with their smartphone rises with each year. 
This is not only a challenge for the operating system and 
application developers regarding implementation, but also 
regarding the security. Having gadgets safe and secure is 
number one priority, along with the reliability and efficiency 
[8]. Different software design patterns can affect the 
development, efficiency and maintainability of applications. 
Some of the mostly used software patterns are: singleton, 
memento, state, iterator, factory, builder and flyweight [9].  

III. CONCLUSION  
This paper reviewed some of the past and present trends 

regarding mobile operating systems and application 
development platforms. It is important to study and research 
this topic, since it is said that mobile platform development 
has a very dynamic and fluid movement, particularly in the 
smartphone market  
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Abstract—In this paper, a microstrip lowpass filter was designed 
and simulated for different microwave applications. 
Improvements have been made to increase the efficiency of the 
filter. It has a wide simulation band extending from 0.1 GHz to 6 
GHz with a cut-off frequency of 3.4 GHz obtained in filter design. 
The obtained filter can be used for modern microwave 
applications.  

Keywords—microstrip, low pass filter, band extending, cut-off         
frequency 

I. INTRODUCTION 
While a radio frequency module working, it receives or 
transmits signal with distortion or with parasite. That makes 
signal complicated. Filters are used for eliminating these 
signals. Filters can be classified in 4 categories based on 
frequency characteristic: low-pass filters, high-pass filters, 
band-pass filters and band-stop filters[1]. A low pass filter, 
which made up of a microstrip structure, is a filter which 
passes low-frequency signals and blocks high-frequency 
signals. There are several configurations of microstrip 
components, which are often utilized for lowpass filter 
implementations. Among these, planar resonators are more 
important due to their compact size, ease of fabrication and 
integration with other microwave circuits.[2]. Another 
interesting approach is to use spiral structures in designing 
lowpass filters, so based on this resonators, two different 
configurations are presented in [3]and [4] that have achieved 
relatively low passband ripple but their stopband width is not 
very high. 

In this paper a new resonator is proposed that is a modified 
version of the spiral resonator. From spiral version of 
resonator we get new rectangular shape of resonator. This new 
resonator will be introduced in next section.  

II.  DESIGN AND SIMULATION RESULTS 

A new thing related to low pass filters that was inroduced by 
Sohrab Majidifar, Seyed Vahab AL-Din Makki ,Arash 
Ahmadi, and Shahpour Alirezaee in their paper  ''Compact 
Microstrip Lowpass Filter using Stepped Impedance Spiral 
Resonator '', is exactly the usage of that spiral resonator [5].  

We have set  some default values for our filter: a substrate 

with 2.2 dielectric constant and 0.0009 loss tangent.  The 
substrate thickness is selected 15 mil. Transmission zero was 
at 2.78 GHz with -32.56 dB attenuation in Sohrab's paper, 
while transmission zero in our case was 4.4GHz with 
attenuation -43 dB. The proposed filter of this paper is shown 
in Fig. 1 

 
Fig. 1. Top view of the designed filter 

As we can see in the picture above, we have 6 parts of the 
filter with dimensions first part 2.4x 0.3mm, second part 0.3 
x2.4mm third part 3.4x0.3mm fourth part 0.3x 3.6mm fifth 
part 12.3x0.3 and last rectangular shaped 1.37x 2.21 mm. We 
changed dimensions of first, second and last part and what we 
can see in tables below. We did change spacings between 
microstrip lines.  

TABLE I. FILTER SIZE CHANGE 

Size (mm x mm) S12 S11 (dB) 

2.4 x 0.3 2.56 GHz -10.11 
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3.45 x 0.3 2.44GHz -9.96 

1.8 x 0.3 2.66 GHz -9.95 

 
TABLE II. VARIATION OF SECOND PART OF FILTER 

Size (mm x mm) S12 S11 (dB) 

0.3 x 2.4 2.55 GHz -10.37 

0.3 x 2.9 2.52 GHz -10.04 

0.3 x 1.73 2.62 GHz -10.25 

 
TABLE III. VARIATION OF FLOATING RECTANGULAR PATCH 

Size (mm x mm) S12 S11 (dB) 

1.37 x 2.21 2.55 GHz -10.36 

1.03 x 2.21 2.75 GHz -10.90 

1.37 x 1.69 2.36 GHz -10.30 

 

Simulated results of the resonator are presented in Fig. 2. This 
results show that there is a transmission zero at 4.4 GHz with -
43 dB attenuation. The value of insertion loss in the range of 
DC to 2.5 GHz is less than 0.1dB that indicates to a low 
passband ripple.  

 

 

Fig. 2. Response of the filter. 

III CONCLUSION 
In this paper, we have tried to propose a new topology and a 
new way of implementing low pass filters.With different 
shapes of our microstrip components we get low pass filter 
with floating rectangular patch. Changing dimensions of some 
part of filter gives extremely good results in terms of the 
funcionality of the filter, which was our aim.  
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Abstract- This work is based on designing and testing 6dB 
hybrid microstrip coupler. Combining the best solution for 
thickness, dielectric constant and dimensions we obtained the 
design using planar 3D electromagnetic software [1]. The 
frequency band was from 4.5 up to 7 GHz where we were mostly 
concerned with the frequency of 6 GHz. Simulation results are 
showed and represented through S-parameters, tables with different 
parameters and Cartesian graphs. 

Keywords—coupler, 6dB, hybrid coupler, microstrip 

I. INTRODUCTION 
In the frequency range of 100 MHz to 1000GHz general 

radio frequency and microwave, engineering is operating. In 
that scope, the range of 3 to 300 GHz frequency is reserved for 
microwave engineering [2]. Couplers have wide usage 
possibilities in the microwave applications as well as in radio 
frequency through devices like power amplifiers, antenna 
feeders and balance mixers [3]. They are designed to achieve 
coupling at desired frequency range such that they separate 
and transmit radio frequency signals into two output ports 
[4,5]. We can divide couplers into 3-port and 4-port couplers. 
Hybrid couplers are in the group of 4-ports couplers which are 
employed either to split power into two parts or to combine 
signals [4]. They differ from directional couplers in power 
splitting. hybrid couplers provide non-equal power splitting of 
input signals [6]. Microstrip devices are the most usable ones 
because of their low cost, planar structure and their easiness of 
integration [5]. 

II.  DESIGN STEPS 

 The procedure for designing 6dB hybrid microstrip coupler 
consisted of two parts. In the first step we chose the right 
geometry for the coupler and defined its dimensions. This can 
be seen in the top view of the design, including the dimensions 
we have used, Figure 1. Our design has 3 parts: a bottom 
substrate, an upper substrate with one part of the metal and 
third substrate with the second part of metal. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Top view of the geometry (dimensions are in mils)  

The second step was choosing the right parameters. For the 
bottom substrate, we chose Aluminum (99.5%), for the upper 
ones air is chosen (Ԑr = 9.9, Dielectric Loss Tan = 0). The 
thickness of the first layer, Aluminum, was changed from 5 
mils to 4 mils for the efficient simulation. 3D of our design 
can be seen in Figure 2.  

 

Figure 2. 3D representation of the geometry 

 

 

 

III. SIMULATION RESULTS 
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In the following figure, Figure 3, we can see the simulation 
results in the frequency range of 4.5 to 7 GHz. It is, actually, 
the representation of S-parameters, where S11 is reflection, 
S12, S13 and S14 represent the coupling throughout the 
frequency range, from ports 2, 3, 4 to port 1. We can see that 
the center frequency is 5.8 GHz. At 6 GHz S12 is approaching 
the exact value of 6 dB, with a value of -6,27 dB. 
 

 
Figure 3. Simulation results 
 
Taking into consideration the overall range we can see that 
operational range is fairly wide, with bandwidth from 4.8 to 
6.58 GHz, 800Mhz, which can be seen in Figure 4. When we 
close up at coupling 6 dB we have 0.7 amplitude balance. 
 
 

 
Figure 4. Close up on coupling 6 dB 
 
 
Looking for the responses on the variation we have simulated 
the circuit changing the thickness of the most upper level and 
permeability of the Aluminum and got the results in the tables 
below. Table 1 is describing changes of the S11 and S12 
during modifications of the thickness of air substrate on the 
top of the geometry. We can see that as we increase the 
thickness the bandwidth is decreasing and the lowest points of 
the S11 and S12 are changing and as such decreasing the 
amplitude balance. 

 
 

TABLE I.  AIR THICNKESS CHANGES 

Thickness  S12 @     
6 dB 

S11 @ 
6dB 

Bandwidth 
(GHz) 

S12 
lowest 
point 

S11 
lowest 
point 

18 -6.3582 -18.7802 4.64 – 6.5 -6.9195 -22.0852 

19 -6.3102 -18.3190 4.64 – 6.5 -6.8919 -21.9043 

20 -6.2736 -17.9399 4.8 – 6.58  -6.8376 -21.7869 

21 -6.2447 -17.6072 4.82 – 6.58 -6.8467 -21.6734 

22 -6.2068 -17.3086 4.82 – 6.56 -6.8294 -21.5399 

 
TABLE II.  PERMITTIVITY OF ALUMINUM CHANGES 

Ԑr S12 @     
6 dB 

S11 @ 
6dB 

Bandwidth 
(GHz) 

S12 
lowest 
point 

S11 
lowest 
point 

9.7 -6.4289 -19.7117 5.04 – 7.5 -6.8431 -21.4363 

9.8 -6.3586 -19.0453 4.84 – 6.68 -6.8185 -21.6928 

9.9 -6.2736 -17.9399 4.8 – 6.58  -6.8376 -21.7869 

10 -6.1518 -16.9473 4.78 – 6.5 -6.8495 -21.8692 

10.1 -6.0892 -15.9628 4.76 – 6.56 -6.8279 -22.1121 

IV. CONCLUSION 

In this aricle we have designed the 6 dB hybrid microstrip 
coupler and have seen its behaviour under some changes. 
Increasing the thickness will increase the coupling and 
decreasing will decrease it with slightly changes in center 
fequency. Furthermore, changes made on the permittivity 
would also cause minor changes in the coupling as well as in 
the bandwidth frequency. 
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Abstract— In this work, design, simulation, fabrication and 
test of a compact multi-slotted microstrip patch antenna is 
studied. The antenna operates at 11 GHz. Radiation pattern of 
electric field phi-polarized gains is 4.70 dBi. Simulation and 
measurement results are presented with good agreement. The 
aim of our study was making a small size antenna which has 
multi-slots. The antenna has eleven rectangular slots thereby 
achieving easy fabrication and multi-resonance performance over 
previously published similar works in literature. 

Index Terms  —  multi-slot antenna, patch, compact 

I.  INTRODUCTION  
The paper presents a compact patch antenna design 

supported by simulation. Simulations are obtained from the 
software called Sonnet Suites which uses Method of Moments 
as an electromagnetic solution technique [1]. Aperture 
antennas have been widely used as radiating elements. They 
are also used frequently as coupling elements for a variety of 
applications such as to excite a microstrip patch antenna [2]. 
These kind of antennas appear to be quite useful in various 
fields of application because of cost, size and weight [3]. 
Various features such as compactness, simple geometry and 
low cost makes the antenna suitable for recent wireless 
communication systems. The fundamental parameters of the 
antenna such as reflection coefficient, Voltage Standing Wave 
Ratio, radiation pattern, gain, directivity and efficiency are 
obtained for the proposed antenna [4] . The use of high 
permittivity microwave substrate in designing the antenna is 
an effective way to reduce the size of microstrip antenna at 
fixed operating frequency [5] . However, it degrades the 
radiation efficiency and bandwidth of the antenna. Thus, 
numerous techniques have been reported during the past few 
decades to reduce the size of MSA's [6]-[7]. These methods 
include shorted patch, meandered patch, meandered ground 
plane, meta-material loading or combination of mentioned 
techniques. Enclosing the patch in a metallic cavity is an 
another effective way for achieving miniaturization along with 
advantages like enhanced bandwidth, suppression of surface 
wave, enhanced gain etc. [8]-[9]. 

II. DESIGN AND SIMULATION RESULTS  
In this work, a patch antenna was designed by feeding it  

from bottom-center. Several symmetric slots added to both 
sides of the antenna in order to meet the design specs. This 
resulted with having more gain and input matches are much 
better. We obtained resonance at 11 GHz. Highest gain and 
the lowest input match were obtained at 11.06 GHz. However, 
cross polarization of this frequency is higher than zero.In the 
final design, dielectric constant is 6.5 and dielectric thickness 
is 1.28 mm. The substrate that we used is Rogers RT3006. The 
resonance point seen at 11.625 GHz has low gain. The 
resonance frequencies were radiated in different planes. 
Radiation pattern of 11 GHz was on the x-z plane (Etheta). 
Figure 1 shows the dimensions that was shown for parametric 
study in Table 1. 

 
Fig. 1. Final design parameters. 

TABLE I.            PARAMETRIC STUDY 

Length(mm) 11 GHz 

e F n Gain 
(dBi) 

S11 
 (dB) 

6 10 2 4.701 -8.935 

6.2 10 2 3.862 -6.160 
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5.8 10 2 3.443 -6.338 

6.4 10 2 4.326 -6.400 

6 10.2 1.8 4.114 -7.155 

6 9.8 2.1 4.701 -8.934 

III. IMPLEMENTATION 
Fabricated antenna is seen in Figure 2. Simulated and 

measured S11 were shown in Figure 3, radiation pattern is in 
Figures 4. In Figure 4, measured and simulated radiation 
pattern were showed nearly same curve but 20° phase shifted. 
Almost same shift occured in S11 graph and the reason for 
that is errors in fabrication process. 

 
Fig. 2. Top view of the fabricated antenna 

 
Fig. 3. Simulated and measured S11 

 
 

Fig. 4. Simulated and measured Gain at 11 Ghz 

IV. CONCLUSION 
          In this work, a compact multi-slot patch antenna is 
designed, simulated, built and tested. Design was modified by 
making an optimization and a parametric study of slots on 
geometry. Simulated and measured results are found to be in 
good agreement. Next step is to improve the gain of the 
antenna. 
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Abstract — A design of a triangular microstrip patch 
antenna (MPA) is presented. The patch is designed on an FR-
4 substrate of a relative permittivity of 4.4 and thickness of 
0.6 mm. The desired behavior of an antenna was achieved by 
utilizing single-edge truncation and a T-slot within the patch 
and increasing the length of the feeding probe. Several 
inherent disadvantages of the MPAs were addressed, most 
notably, the narrow impedance BW.  The resonant frequency 
of an antenna occurs at 4 GHz, with over -30 dB input match 
available. The total available impedance bandwidth of 1.02 
GHz, or 25.5% for the proposed antenna, is achieved. The 
Voltage Standing Wave Ratio (VSWR) is less than two 
throughout the entire bandwidth.  The gain of 6.45 dB is 
obtained at 4 GHz, with a stable radiation pattern. 

Keywords — MPA, triangular patch, t-slot, probe-fed, 
impedance bandwidth, input match, VSWR 

I.  INTRODUCTION 
Microstrip patch antennas are widely used due to their 
properties, such as low cost, high efficiency, simplicity of 
manufacture and easy integration to circuits [1]. As the 
market demands in personal communication systems, 
mobile satellite communications, direct broadcast and 
wireless local area networks increase rapidly, it is obvious 
that the demand for microstrip antennas will increase 
further [2, 3]. Although many design options are available, 
the triangular patch (especially with additional slots) is 
particularly interesting, due to its high gain and low input 
mismatch [4]. The MPA to be presented in this paper 
utilizes the triangular slotted patch to achieve the input 
match of at least -10 dB, gain of at least 5 dB and VSWR 
as close as possible to 1, values desirable for the antenna 
operation. The design to be presented also addresses one 
of the inherent disadvantages of the MPAs, the narrow 
impedance bandwidth [1], resulting in a significant 
impedance BW. 

II. ANTENNA DESIGN 
There are two techniques to consider when achieving a 
reasonably low resonant frequency and a wider impedance 
BW, and those are: increasing the length of the probe feed 
and using a dielectric of an increased thickness with the 
low dielectric constant [1, 5, 6]. However, these dielectrics 
are more costly, and we aim to keep the low production 
costs. Thus, an FR-4 substrate of 0.6 mm thickness and 4.4 
dielectric constant is used, and an additional 6 mm layer of 
air is added between the ground level and the substrate. 

The patch is designed on an FR-4 substrate of 150x150 
mm. The initial design shape is a single-end truncated 
triangle. The feeding point is a circular via, centered 
vertically at 25.5 mm and aligned horizontally 22.5 mm 
away from the leftmost side. Experimentally, it has been 
found that adding a T-shaped slot on the left from the 
feeding point results in significant both the input match 
and the impedance bandwidth. Indentation on the 
truncated edge slightly increases the resonant frequency, 
but it additionally improves the performance. Also, it has 
been found that, for this design, the performance of the 
antenna improves as the circular via is optimized to be 
closer to the edges. The design of the patch is given in 
Figure 1 (2D patch view) and Figure 2 (3D layers view). 

 
Fig. 1 Patch Design (all dimensions specified in mm) 

 

 
Fig. 2 3D Layers View (GND: air, 0: FR-4. 1: air) 
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III. RESULTS 
The simulation results show that the antenna behaves as 
previously described. The input match of an antenna 
available at 4 GHz is -30.19 dB. Also, the impedance 
bandwidth (considering S11 less than -10 dB) is significant, 
as the antenna appears to be effective from 3.54 GHz at 
lowest up to 4.56 GHz at highest, which allows for 1.02 
GHz of the available impedance bandwidth, or 25.5% for 
the proposed antenna. From this, it can be concluded that 
the proposed MPA design is a good solution to the 
inherent narrow impedance bandwidth. Frequency 
response of the antenna is given in Figure 3. 

 
 

Fig. 1 Input match in dB 
 

In terms of the VSWR, the antenna exhibits the desired 
behavior for the entire impedance bandwidth. At 4 GHz, 
the VSWR value is as low as 1.06, whereas, at the border 
frequencies, 3.54 GHz and 4.56 GHz, the VSWR values 
are 1.895 and 1.93, respectively. Therefore, the antenna 
has a good match for the given resonant frequency and the 
impedance bandwidth, as seen in Figure 4. 

 
 

Fig. 4 VSWR 
 

In terms of gain, the antenna appears to be working 
properly in the entire bandwidth, with the lowest E (Phi) 
of 6.11 dBi and the highest E (Phi) of 6.56 dBi. At 4 GHz, 
the value of the gain is 6.45 dBi. 

 
 

Fig. 5 E (Phi) in dB (Cartesian) 

IV. CONCLUSION 
A microstrip patch antenna design utilizing truncated 
triangular T-slotted patch and an extended length probe 
feed was presented. The following antenna has a resonant 
frequency at 4 GHz and a significant impedance 
bandwidth of 25.5%. The VSWR value reaches 1.93 at 
highest and 1.06 at the resonant frequency, whereas the 
EPhi is constantly over 6.11 dBi, and 6.45 dBi at the 
resonant frequency. These results indicate that the 
proposed antenna is suitable for applications in the given 
bandwidth. The patch of the antenna was mounted on a 
low-cost, small-dimension FR-4 substrate, making the 
production of this antenna less expensive in comparison 
with the same types of antennas utilizing the high-end 
substrates.  
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Abstract—This paper will present a compact microstip low 

pass filter in a square slotted design using microstrip filter.  The 
model combines an outer square resonator and an inner box with 
a square-shaped patch attached to each of its inner walls. After 
research on Square slotted designs, a structure was drafted, 
improved on and this final design was made. The compact 
design’s area is 30x14mm2 and the cut-off frequency is at 10GHz.  

Keywords— compact, microstrip, filter, low pass, square slotted,    
SRR 

I. INTRODUCTION 
As technology advances, it also demands advances in all 

other areas as well. Developments in wireless communication 
systems such as in mobiles brought an obstacle in the design 
of microwave components such as filters and antennas. To 
overcome the obstacle the components design led to them 
becoming much smaller, cheaper and made the process of 
designing and fabricating simpler.  

Microstrip technology has been widely used in several and 
various wireless circuits and systems due to its ease 
fabrication, integration and compatibility with the planar 
device. The demand for the compact size of microstrip low 
pass filters has increased and intensified, particularly when 
these filters are used in the monolithic microwave integrated 
circuits (MMIC). To achieve a compact filter circuit and high-
performance, diverse technical methods were proposed in the 
research. Among them, defected ground structures were 
applied to have a low pass filter with wide stopband, high 
dielectric constant substrate, stepped-impedance resonator and 
metamaterials [1].As compared to waveguide filters, 
microstrip filters have smaller sizes, but in several applications 
very compact microstrip filters are required. Currently, radar, 
mobile and satellite communication systems are application 
examples which necessitate miniature filters as imperative 
components [2]. 

II. DESIGN STEPS 

 Due to the rapid advancement in the microwave field and 
modern communication systems, the demand for compact size 
and high electrical performances has been extensively 
increased in the design of microwave planar filter. These 
features and characteristics are unavailable by using the 
conventional and classical methods [3]. For the first draft of 
the design, a basic model of a low-pass filter was used. That 
model is the beginning basis for this prototype. After 

implementing a base model, research on SRR characteristics 
and requirements was done to be able to modify and expand 
on our existing base model. The square SSR composed of two 
concentric enclosed loops with splits in them at opposite sides.  

The SRR unit cell has a magnetic response owing to the 
presence of artificial magnetic dipole moments by the ring 
resonator. At a resonant frequency band, these artificial 
magnetic dipole moments are larger than the applied field. 
This phenomena gives rise to the presence of the real part of 
negative effective permeability at the resonant frequency 
range of the resonator [4]. 

After obtaining more knowledge we modified our design. 
We tried to achieve the best frequency characteristics by 
experimented with the outer and inner squares. Numerous 
attempts, modifications and simulations were made in order to 
achieve the desired goals. We used 4.4 for our Dielectric 
constant and we set the dielectric constant of air to be 1 to 
make it a complete and valid system. The dimensions and 
symmetrical shape of our filter was coming a lot good. We 
had to add four microstrip blocks on each side of the inner box 
to improve the frequency characteristics and the gain. . 
Graphical values of S21 and S22 of the filter we designed are 
shown in figure 1. A novel compact miniature microstrip low-
pass filter based on square SRR and dumbbell shape DGS is 
proposed, studied and fabricated.  The two resonators have 
been added to improve the electrical performances and to 
achieve a small compact circuit area [5]. 

 

Figure 1.  3D View of the simulated LPF 
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III. SIMULATION RESULTS 

After experimenting with different properties of the filter 
design, all of the results have been shown in table I and II 
below. As anticipated, the required S11 and S12 results were 
achieved with the dielectric constants (εr) of 1 and 4.4, before 
modification. The filter was simulated between 0.01 Hz and 
12GHz. Figure 2 shows that the cut-off frequency falls at 
10GHz. 

 
TABLE I  

FILTER BOX AND SPACING CHANGES 
Dielectric 

Thickness / 
constant 

Box Width /  
 Coupled line 
Spacing 

 
S11(dB) 

 
S12(dB) 

1.075 / 4.4 0.9/0.9 10.1GHz / -

28.589556 
10.1GHz / -

6.013500 
1.0 / 4.4 0.8/0.8 10.05 GHz / -

7.9274914 
10.05 GHz / -

2.2534412 

0.975 / 4.4 0.7/0.7  9.85 GHz / -

13.053291 
9.85 GHz / -

0.2205130 
0.85 / 4.4 1.0/1.0 9.95 GHz / -

7.4403693 
9.95GHz / -
0.8633788 

1.1 /4.4  1.1/1.1 9.85 GHz / -
11.433348 

9.85 GHz / -
0.3240029 

 

 
TABLE II  

FILTER DIELECTRIC CHANGES 

 

 

 

Figure 2. Simulated S11 and S12 of the filter 

 

 

IV. CONCLUSION 

Everything regarding this low-pass filter was designed and 
simulated in Sonnet Suites, 3D planar electromagnetic 
simulations software. The filter still needs some improvements 
and adjustments. For example, there is a glitch at 6 GHz, and 
it might be a simulation error. After it has been improved up to 
satisfaction, it will be fabricated and its characteristics will be 
measured and tested in real-life conditions. 
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Abstract 

In this paper, we proposed Compact Dual-Band Microstrip 
Bandpass Filter with its projection, design, simulations and final 
analysis. The aim of the project is to introduce a new 
configuration of microstrip filter design. This filter combines a 
conventional two open stubs BPF and an optimum BPF. 
Simulations show this filter generates two passbands around 3.5 
GHz and 6.3 GHz without increasing the circuit size much, 
compared with the conventional BPF.  We have S11 for first 
frequency -31.55dB and for second -20.21dB. For S21 we have -
.236dB for first and -0.885dB for second frequency. 
Keywords - Bandpass Filter, Open Stub, Optimum Bandpass 
Filter, Federal Communication Commission (FCC) 

 

I. INTRODUCTION  
 

Microstrip bandpass filters are being widely used in 
microwave systems. A wide number of different topologies 
allows obtaining specific responses for a wide range of 
applications. We compared our work to Microstrip Bandpass 
Filter at 3.2 GHz [1]. They used similar technology with one 
passband at 3.2Ghz. We, on the other hand, have two 
passbands at 3.5Ghz and 6.3Ghz. We used similar methods 
and simulation software to test this filter. Various techniques 
have been developed to design and synthesize these BPFs [2]. 
Designing dual-band filters using loaded stub open-loop 
resonators is a common practice [3]. This structure has a 
return loss of more than 3 dB in two bands. Dual-band 
bandpass filters have also been provided using spiral stepped-
impedance resonators [4]. In [5] dual-band filters have been 
designed using defected ground structure resonator and a dual-
mode open-stub loaded stepped impedance resonator. Dual-
band bandpass filters are highly desired in many applications 
for their two separate passbands at two different frequencies. 
Conventionally, a dual-band BPF can be obtained by 
cascading two different BPFs. The side effects are the high 
insertion loss in the passband and increased circuit size. In this 
paper, a dual-band BPF is formed by combining a 
conventional two open stubs BPF and an optimum  BPF. By 
inserting an optimum  BPF between the two open stubs of a 
conventional  BPF, one can obtain a second passband without 
increasing the overall circuit size much. The proposed BPF is 
simulated on the Sonnet Suite software[6]. 

II. DESIGN STEPS AND DIMENSIONS 

 
Figure 1. – Top view of the filter 

Figure 1 has the top view of the filter and below in Table I are 
dimensions in milimeters. Below on Figure 2 is also 3D view 
of the model. Total size of the filter shows us that its size is 
compact. 

TABLE I.  FILTER DIMENSIONS 

 

 

 

Figure 2. – 3D view of microstrip filter 

 

ID Length Height 

1 - Central Box 30 mm 65 mm 
2 – L Side Boxes 20 mm 65 mm 
3 – S Side Boxes 2 mm 65 mm 
4 – Bottom Box 150 mm 7 mm 

5 – Bottom Side Box 75 mm 15 mm 
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III.  
ANALYSIS AND PARAMETERS 

 
The data below shows how parameters change (such as 
frequency) if we change dimensions of the filter. We have S11 
and S21 parameters. Important thing is that frequencies stay 
the same as much as possible for these changes, which is true 
for our filter and it's shown below. 

TABLE II.  TESTING THE FILTER BY CHANGING DIMENSIONS 

  Test 1 Test2 Test 3 Test 4 Test 5 

Dimension 1 30 x 65 35 x 65 50 x 65 15 x 65 25 x 65 
Dimension 2 20 x 60 20 x 60 20 x 60 20 x 60 20 x 60 
Dimension 3 5 x 65 5 x 65 5 x 65 5 x 65 5 x 65 
Dimension 4 150 x 5 150 x 5 150 x 5 150 x 5 150 x 5 
S11 F1 3 3 3 2.9 3 

F2 5.6 5.5 5.3 6.7 5.9 
S21 F1 3 3 3 2.9 3 

F2 5.6 5.5 5.3 6.7 5.9 
S11 DB1 -34 -26 -25.9 -25.8 -25 

DB2 -18.84 -20 -17.9 -14.3 -15.7 
S21 DB1 -0.17 -0.18 -0.21 -0.2 -0.2 

DB2 -0.93 -0.8 -0.7 -1.5 -1.1 
Frequency 
on -10 for 

S21 

F1 2.52 2.6 2.68 2.4 2.44 
F2 3.48 3.55 3.6 3.38 3.42 

 

The table above shows the first five tests. For all these five 
tests first, bandpass frequency almost does not change. 
However, frequency 2 changes more when Dimension 1 is cut 
by half in test 4. This is reasonable because it’s a drastic 
change in length of Dimension 1. In manufacturing, there 
won’t be such mistakes and for small changes filter behaves 
perfectly as the simulated version. 

TABLE III.         TESTING THE FILTER BY CHANGING DIMENSIONS 

 Test 6 Test 7 Test 8 Test 9 Test 10 

Dimension 1 30 x 55 30 x 75 30 x 90 30 x 65 30 x 65 

Dimension 2 20 x 60 20 x 60 20 x 60 20 x 60 20 x 60 

Dimension 3 5 x 65 5 x 65 5 x 65 5 x 65 2 x 65 

Dimension 4 150 x 5 150 x 5 150 x 5 150 x 7 150 x 7 

S11 F1 3 3 3 3.4 3.5 

F2 6 5.4 5 6.3 6.3 

S21 F1 3 3 3 3.4 3.5 

F2 6 5.4 5 6.3 6.3 

S11 DB1 -34 -33 -31.8 -28.7 -31.5 

DB2 -17 -20.5 -18 -18.1 -20.2 

S21 DB1 -0.17 -0.17 -0.17 -0.2 -0.24 

DB2 -1.05 -0.85 -0.78 -0.97 -1.28 

Frequency F1 2.5 2.52 2.5 2.9 3 

on -10 for 
S21 

F2 3.46 3.48 3.5 3.86 4 

 
 
The second table shows the next five tests of the microstrip 
filter. By changing dimensions until the test 8, frequency 1 
stays always 3Ghz, but in the last two tests, it jumps a little by 
0.5Ghz. Frequency 2 changes more often, from approximately 
5Ghz to 6.7Ghz. Chosen frequencies are with final 
dimensions. This is all normal and considerable if we look at 
the change in dimensions. It is important that small changes 
don’t influence changes in frequencies that much. 
 

 
 
The picture shows the final output of the signals from the filter 
with passbands. We have two passband frequencies at 3.5Ghz 
and 6.3Ghz. We have S11 for the first frequency -31.55dB and 
for second -20.21dB. For S21 we have -0.236dB for first and -
0.885dB for second frequency. This is great result for this 
filter. 

IV. CONCLUSION 
Dual pass microstrip bandpass filter using open stubs is 
designed and simulated. The simulation results are found to be 
very satisfactory. In order to shift the closest harmonic, we 
changed the dimension for the bottom box. Using that 
structure the proposed optimization is provided. In the final 
structure of the filter, the frequency of the first and second 
passbands are 3.52GHz and 6.30 GHz respectively. The 
proposed BPF is simulated on Sonnet Suite software. 
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Abstract- In this project we proposed a bandpass filter with its 
projection, design, simulations and final analysis the aim of the 
research was to make a working bandpass filter in the sonnet 
application which is made for analyzing and testing. Our bandpass 
filter is of a simple design it had three lines connected to two ports, 
each on one side. The bandpass filter is simulated band between 
0.01 to 4.0 GHz, where S11 = - 36.44 dB and S12 = - 0.14 dB .  

Keywords- Three element coupled line Bandpass filter, Band Pass 
filter (BPF), Sonnet suites.  

I. BAND-PASS FILTER  INTRODUCTION  
  
A band-pass filter  or BPF, is a device  that passes frequencies 
within a certain range and rejects frequencies outside that range. 
Bandpass is an adjective that describes a type of filter or 
filtering process; it is to be distinguished from passband, which 
refers to the actual portion of affected spectrum. Hence, one 
might say "A dual bandpass filter has two passbands." A band 
pass signal is a signal having a band of frequencies ranging 
from some non zero value to another non zero value, such as a 
signal that comes out of a bandpass filter. There are various 
different structures. For implementing DGS [1]. By applying 
these different DGS structures filters, power splitter, power 
amplifier etc. Our main goal was to have an transmission for at 
least 0,5 GHz which we achieved in the long run. An ideal 
bandpass filter should have a flat passband, and would 
completely attenuate all fequnecies outside the passband. In 
addition, the transition out of the passband would have brick 
wall characteristics. Talking in practical terms, there is no ideal 
bandpass filter. The filter can't attenuate all frequencies outside 
the desired frequency range completely. [2]Simulation was 
conducted in a 3D planar high frequency electromagnetic 
software called Sonnet. The most important characteristic of 
this design is to find the best possible filter in order to obtain 
ideal results and get good response for nowadays BDF with 
modified ground structure [3],[4].  

II. DESIGN AND SIMULATION RESULTS 

  
In fig. 1 you can see how our bandpass filter looks from the top 
view. It has 3 coupled lines which are separated by 0,5 mm. The 
ones on the edges are the same size while the middle is the 
longest reaching their midpoints.  
  
  

  

   

Figure 1. – Top view of the BPF  

  
Table 1 shows the dimensions for our coupled line 
bandpass filter, and the names of the lines.  

TABLE I.   FILTER MEASUREMENTS 
  

Name  Length  Width  
Left piece  22.00 mm  4.0 mm  

Coupled lines   35.00 mm  3.0 mm  
Feedline Box  22.00 mm  4.0 mm  

Spacing    0.50 mm  
  

Table 2 repesents our parameters which we used to conduct 
the tests on the coupled line bandpass filter.  

 TABLE II.   FILTER PARAMETERS  
Parameters  Values  

Dielectric thickness (Ɛr)  2.5  
Cell size  0.5 mm  
Box size  59 x 50 mm  

Frequency  0.01 – 4.0 GHz  
   

III.PARAMETRIC STUDIES  
Table 3 shows frequencies we got after we changed dielectric 
thickness and air. Every change in dielectric thickness and air 
changed our frequency for a bit but its slight change that shows 
how frequency change every time.  
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TABLE III.   CHANGING OF DIELECTRIC THICKNESSES AND AIR SPACE  
Dielectric  

Thickness /  
Air (mm)  

S11 (dB)  S12(dB)  

1.2 / 7.0  2.80 GHz / -20.10  2.82 GHz / -0.28  
1.4 / 7.0  2.74 GHz / -20.16  2.78 GHz / -0.73  
0.8 / 8.0  2.72 GHz / -36.44  2.72 GHz / -0.14  
0.6 / 8.0  2.72 GHz / -23.13  2.72 GHz / -0.23  

  

Figure 2 shows the variation of the magnitude of (s11) with the 
frequencies 
 

 
Figure 2. S11(Return loss)  

  
  
Figure 3 illustrates how the magnitude of (S21) changes with the 
frequecies. 
  

  
Figure 3. S21(Insertion loss)  

  
Figure 4 shows us the combine view of both S11 and S21.  

  
Figure 4. S11 and S21 combined  

  

IV. CONCLUSION  
This paper presented an approach to design a band pass filter. 
Several simulations was carried out for the design. The 
simulation reveals that the seperation must be 0.5mm. The filter 
that meets the design creteria was suceffully designed. Our 
paper was a simple design of an Band pass filter, we had three 
elements which where separated by 0,5 mm and our main goal 
was to achieve a trassmition which would last at least 0.5 GHz 
which we achieved in after a lot of testing and making mistakes 
which we didn't realize in the beginning . Regarding the whole 
project we feel satisfied by the results of our testing and our 
final design, thought we would have been more happy if our 
transmission was at least more than 1 GHz which would be 
compared to a professionally made Band Pass filter it looks 
good. We did simulations between frequencies 0.01 GHz and 4 
GHz and implement all necessary components we needed for 
our simulation. After the testing, results were compared with 
similar ones found in the literature that are in good agreement 
with desired ones with acceptable difference.  
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Abstract—Channel loss in the 60 GHz communications band 
pose a very serious problem for long distance links. 
Consequently, methods for compensation must be developed. 
One way to partially overcome the channel loss is to improve the 
directivity of the antenna. In this paper, a patch antenna design 
that incorporates a dielectric Fabry-Perot resonator is presented. 
The antenna characteristics were studied using a commercial 
software. Simulation results show that the Fabry-Perot coupled 
antenna exhibits a high increase in the directivity without 
compromising antenna bandwidth and gain. 

Keywords— antenna directivity; patch antenna; 60 GHz 
band; Fabry-Perot resonator; 5G communications. 

I.  INTRODUCTION 
The 60 GHz frequency band presents a huge opportunity 

for high bandwidth and high rate communications. Besides 
being unlicensed and underutilized, a lot of potential for secure 
and high data rate communication links exist in this band and 
can hold the future of wireless systems. The most important 
challenge to wireless communications in this band is the 
significant absorption loss that reaches over 15 dB/km at 60 
GHz [1]. Consequently, the successful adoption of 5G 
communications using the 60 GHz frequency band for wireless 
and radio communications is largely dependent on the 
introduction of novel antenna designs and communication 
strategies to overcome the channel loss. One direction that can 
lead to partial compensation of channel loss is antenna 
directivity enhancement. Several reports have used 
metasurfaces and electromagnetic bandgap structures and 
superstrates to manipulate antenna radiation properties [2-3]. 
Antenna designs based on the Fabry-Perot concept have also 
been reported [4-5]. 

In this paper, a novel dielectric Fabry-Perot resonator 
(DFPR)-coupled antenna design for 60 GHz operation is 
presented. The aim is to improve the directivity of the basic 
single patch antenna. The antenna radiation mode is coupled to 
the FP cavity mode, resulting in the focusing of the far field 
radiation. The DFPR is constructed separately and assembled 
on top of the antenna substrate, making device fabrication 
simple and straightforward. The resulting enhancement in the 
antenna directivity is significant with no compromise in the 
antenna bandwidth and gain. To the best of our knowledge, this 
is the first report of directivity enhancement of basic patch 
antennas using the DFPR technique in the 60 GHz frequency 
band. 

 

II. BASIC  DESIGN OF THE 60 GHZ ANTENNA 
A basic patch antenna is used as a reference as shown in 

figure 1. The basic antenna dimensions are set for resonance in 
the 60 GHz frequency band and is fed using an inset. The 
antenna is printed on a 0.254 mm thick substrate with dielectric 
constant of 3.38. The design parameters, including the inset 
dimensions are given in table 1. The operation of the antenna 
was simulated using COMSOL Multipyhsics commercial 
software. Several studies have been performed to characterize 
the antenna, including return loss, directivity and radiation 
patterns. It was found that this reference inset-fed antenna has a 
return loss of -22.2 dB at a resonance frequency of 58.80 GHz, 
as shown in figure 2. Consistent with the fact that the 
directivity of a standard patch antenna is between 5-7 dB, the 
directivity obtained for the reference antenna was found to be 
6.87 dB.  

TABLE I.  BASIC ANTENNA PARAMETERS. 

Parameter Value 
Antenna Length (L) 1.24 mm 
Antenna Width (W)  1.68 mm 

Stub Width  0.15 mm 
Stub Length 0.25 mm 

Feed Line Width (Wf) 0.54 mm 
Substrate Thickness 0.254 mm 

Substrate Dielectric constant 3.38 

 
Fig. 1.   Top view of antenna with DFPR (left) and the DFRR-coupled patch 

antenna(right). 

III. FABRY-PEROT COUPLED PATCH ANTENNA 
 A DFPR structure consists of two dielectric slabs of a 
certain thickness and dielectric constant. The space between the 
slabs forms a cavity whose effective width together with the 
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cavity medium determine the mode resonances. This DFPR 
structure is shown in figure 1. In this work, the DFPR structure 
is placed on top of the substrate such that the patch antenna is 
contained within the space of the cavity and the radiating edges 
are parallel to the resonator slabs. A high dielectric material 
was used for the resonator slabs for effective confinement of 
the cavity modes within the resonator dimensions. Each of 
these dielectric slabs has a thickness of 0.7 mm, width of 4.7 
mm and height of 5.75 mm. The dielectric constant of the slabs 
is 11.7 and the cavity medium is air. Figure 2 shows the return 
loss of the DFPR-coupled antenna for a cavity length of 2.1 
mm. The cavity length is varied, and the resulting 
characteristics are studied. Table 2 shows the directivity of the 
DFPR-coupled antenna as a function of the effective cavity 
length. The resonant mode wavelength calculation of the DFPR 
is based on partial penetration of the mode profile inside the 
cavity walls. Figure 3 shows the directivity of the DFPR-
coupled antenna versus the wavelength fraction of the cavity 
effective length. The directivity peaks at around λ/2. This result 
confirms that the radiated field from the patch antenna at 
resonance couple to the fundamental mode of the DFPR. 

 
Fig. 2.  Return loss of the reference antenna and the DFPR-coupled antenna. 

TABLE II.  DIRECTIVITY OF THE DFPR-COUPLED ANTENNA VERSUS 
CAVITY EFFECTIVE LENGTH. 

DFPR cavity length (mm) Directivity (dB) 
2.16 10.386 
2.46 12.735 
2.8 12.379 
3.0 12.299 
3.2 11.352 

 

It should be remarked that the enhancement in the directivity 
does not compromise other important antenna parameters such 
as bandwidth and gain. Finally, figure 4 shows a 3D view of 
the radiation pattern of the DFPR-coupled antenna for a cavity 
length of 2.1 mm. 

I. CONCLUSION 
We have presented a dielectric Fabry-Perot resonator-coupled 
patch antenna design that exhibits significant directivity 
enhancement. Directivity enhancement is very essential for 

effective communications in the 60 GHz frequency band due to 
the huge channel loss. The design concept is based on coupling 
the antenna radiation field to the fundamental mode of the FP 
cavity, resulting in a favorable manipulation of the antenna far-
field radiation. The dielectric cavity structure is assembled on 
top of the antenna substrate such that the fabrication of the 
antenna structure is simple and straightforward. Experimental 
verification is underway, and more variations of the cavity 
design are attempted. 

 
Fig. 3.  Directivity of the DFPR-coupled antenna as a function of cavity 

length. 

 
Fig. 4.  A 3D view of the radiation pattern of the dielectric Fabry-Perot 

resonator-coupled antenna. 
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Abstract— In this paper a real time FPGA-based wide band 
radar signal simulator is presented. In many electronic support 
(ESM), electronic attack (EAS) and electronic countermeasure 
systems (ECM), a radar signal simulator is needed for developing 
algorithms and testing system capabilities.  As the capabilities of 
modern electronic support or attack systems develop, a more 
comprehensive radar simulator becomes imperative.  A simulator 
that can emulate all possible modern threats is optimal.  The 
outputs and capabilities of such a radar simulator is presented in 
this study. 

Keywords—digital pulse compression waveform; non-linear 
frequency modulation wideband radar simulator, multiple channel, 
noise generator 

I.  INTRODUCTION  
In many complex electronic countermeasure, attack and 

support systems, a wide variety of threats should be analyzed 
for the electronic system to accomplish its mission. While 
developing more capable systems, a more comprehensive radar 
simulator is needed.  The simulator may be implemented as an 
analog system or a digital system as in [1].  While designing a 
wide band radar simulator, a primary criterion is its ability to 
emulate a variety of threats as in the real world.  This is also 
the most challenging part of electronic support measurement 
(ESM) systems [2].  Accordingly, among the most important 
aspects of a radar simulator are its ability to model a wide 
selection of channels, various patterns, pulse repetition 
intervals, frequency repetition types, and the like.  Also the 
simulation of noise with a wide band is an added capability of 
the work in this study.This study is implemented on ApisSys 
AV104 board that uses a Virtex-7 core and 2.5 GSPS DAC. 

In this study, the basic properties of a radar simulator are 
presented first. For example, pulse repetition interval (PRI) 
patterns, pulse width (PW) patterns, frequency patterns, and 
amplitude modulations are simulated. After that, a noise 
generator is simulated so that real time environment simulation 
is achieved.  In this paper, sinusoidal waveform generator, the 
details about PW and PRI patterns, the frequency pattern, noise 
and amplitude modulation processes are presented respectively. 
Finally, source utilization and future works are provided in the 
conclusion sections. 

 

II. THEORETICAL BACKGROUND 
1. Pulsed Radars 
The main purpose of this research effort is to build cost 
effective and highly efficient pulsed radar simulator.  Fig. 1 
illustrates the block diagram of this simulator at intermediate 
frequency (IF) [3]. 
 

 
Fig. 1: Pulsed Radar Simulator Block Diagram 

As seen in the block diagram, the main part of the simulator is 
the waveform generator. Notice that there are sinusoidal and 
noise generators in Fig. 1. By controlling and shaping the 
output of the signal generator block, a pulsed radar simulation 
in intermediate frequencies can be achieved. Once the 
simulator generates the desired waveform, the desired signal is 
corrupted by interference generated by the noise generator 
block. The SNR block enables a user to change the 
interference power. The power block in the diagram is utilized 
to amplify or attenuate the received signal.  

III. REAL TIME IMPLEMENTATION 
Each block in this simulator works in parallel on the FPGA 
and is implemented independently.  

A.  Sinusoidal Waveform Generator 
In this research effort a direct digital synthesizer (DDS) 
compiler is used to generate sinusoidal waveforms.  The DDS 
provides quite good frequency resolution and allows direct 
implementation of frequency, phase and amplitude 
modulations. The DDS unit on the Virtex-7 generates a 
sinusoidal waveform according to input frequency and phase 
values. The output of this core is given by  

This work is supported by TUBITAK 1007 program within project 
number 114A001. 
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                         𝑠(𝑡) = cos (2𝜋𝑓𝑐𝑡 + 𝜙(𝑡))                         (1) 

where fc is the carrier frequency and ϕ(t) is the phase of the 
signal. The resolution is 1/fs, where fs is the sampling 
frequency of 2.5 GHz. The waveforms can be generated at any 
desired frequency provided that the frequencies are in the first 
or second Nyquist zone. The input frequencies to the DDS 
core are provided as a 32 digit unsigned binary number.  
When all bit values are high (i.e: 232-1), then the core 
generates a 156.25 MHz sinusoidal wave. However, by using 
the 16 channel structure, the output can be up to 2.5 GHz if the 
multiple outputs are used. The phase and frequency input 
values for the DDS compiler of each channel are determined 
as follows: 

               𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 = 𝑚𝑜𝑑 (𝑓, 156.25 𝑀𝐻𝑧)                  (2) 
                 𝑝ℎ𝑎𝑠𝑒 = 𝑓 𝑥 (232−1)

2.5 𝐺𝐻𝑧
                                              (3) 

Where f is the desired frequency and mod is the modulus 
function (i.e. mod(200,156.25) = 43.75).  

B. Pulse generator 
At the second stage, a pulse train is generated with the desired 
pulse width and pulse repetition interval. In this block, both 
PWs, PRIs patterns are the same but can be changed by a user. 
Both PW and PRI patterns are same but work independently. 
The simulator that we built is capable of generating the 
constant, staggering, sliding, random, and sinusoidal patterns.  

C. Frequency Pattern Generation 
For each pulse in the pulse train, the frequency is controlled 
and modulated according to a pattern. As such, frequency is 
controlled in two ways: Intrapulse or Interpulse Modulation. 
1. Intrapulse Frequency Modulation 
In this simulator the frequency is modulated linearly. As in 
Eq. (1), by changing the ϕ(t), a linearly frequency modulated 
(LFM) signal is achieved. The phase of the sinusoidal wave 
form is given by 2𝜋(𝑓𝑐𝑡 + 𝑘𝑡2/2) where k is the LFM 
coefficient. During the pulse, if the frequency of a waveform 
is linearly increased, it is called up-chirp LFM. If decreased, it 
is called down-chirp LFM. Also, if the frequency increases 
linearly for the first half of the pulse width, and then decreases 
for the second half, it is called up-down-chirp LFM. These 
LFM types are also used for continuous wave (CW) signals.  
2. Interpulse Frequency Modulation 
In this kind of modulation, while the frequency of a single 
pulse does not change, the frequency over several pulses 
changes according a defined pattern. The same patterns as 
those in the PW or PRI are also used for these frequency 
repetition patterns. Since only one Nyquist zone is used in this 
scenario, the user can define a pattern for frequency up to 1.25 
GHz bandwidth. With the use of this type of modulation, an 
agile or frequency hopping pulsed radar waveform can be 
simulated as well.  

D. Noise Generator 
Interference is generated and simulated by a noise generator in 
the simulator. The simulator is designed to produce two types 
of noise:  Uniform and Gaussian. Uniformly distributed noise 

is implemented by using a 32-bit linear feedback shift register 
(LFSR).  A Gaussian noise generator, which is based upon the 
Box-Muller method is also realized. 

E. Amplitude Modulation Generator 
ESM or ECM systems are designed not only for tracking 
radars but also for search radars. Due to this fact, this 
simulator is designed in a such way that it is able to produces a 
search radar pattern called Amplitude Modulation Over 
Pulses. Two types of amplitude modulation as search pattern 
and conical pattern are implemented. 

F. Multiple Pulsed Radar Waveform 
For ECM or ESM systems, many radar signals might occur 
simultaneously, therefore this simulator is designed to be able 
generate up to 8 different radar signals. Since there is only 1 
DAC channel, they are all summed and routed to the DAC 
output. When any pulse intersects with another pulse of a 
neighboring waveform, they are generated by time sharing. 
This saves source utilization on the FPGA. 

IV. RESULTS 
In this work, an approach to simulate radar signals is 
presented. The approach made use of an FPGA board. The 
Virtex-7 core of AV104 board is utilized. The hardware on the 
board enables one to generate radar signals with a high degree 
of flexibility. Total source utilization is given in Table 1. 
 

Table 1: Source Utilization 

Resource Utilization Available Utilization % 
FF 108182 866400 12,49 
LUT 59818 433200 13,81 
Memory LUT 2178 174200 1,25 
I/O 373 600 62,17 
BRAM 192,50 1470 13,10 
DSP48 464 3600 12,89 
Although our design has many advantages, it has also some 
drawbacks. For example, due to hardware limitations on the 
FPGA board, a simulation with a maximum bandwidth limited 
to 1.25 GHz is possible.  The number of threats is also limited 
to eight. Though our FPGA-based radar simulator prototype 
provided high level performance with limited hardware there 
is still room to improve the design. Hence, in the next phase of 
this research effort a VP430 board made by Abaco is to be 
utilized.  This board will enable the user to simulate wider 
bandwidth signals and more threats. In addition, on the new 
board, there are 8 ADC and DAC channels.  This will enable 
direction finding algorithms to be implemented by using eight 
different phase shifters.  
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Abstract – Topic of this paper is Microstrip Bandpass Filter 
with its projection, design and analysis. This paper 
introduces configuration of Bandpass Filter design which is 
containing five parallel rectangle shapes with spaces 
between them. They are connected to two ports, one on each 
side. Microstrip bandpass filter has a bandwidth of 5.28 to 
5.30 GHz, where S11=-30.460486 dB and S21=-0.296486 
dB.  
 
Keywords:  Microstrip Filter, Sonnet Suites software, CBMF 

I. INTRODUCTION  
 

Filter which can pass a certain range of frequencies and 
reject those who are outside of given range is a type of filter 
called bandpass. The process of designing a filter can be in 
one of the many interesting fields of microwave engineering. 
A wide number of different topologies allows to obtain 
specific responses for a wide range of applications. Inductive 
filters constitute a strategy of special interest due to their 
simplicity and easy manufacturing processes associated with 
these configurations [1]. There are many filters available in 
the market but due to some reasons, it has a certain 
disadvantage. “The lumped-element filter will not be a good 
choice if sharp rejection is needed because of its limited “Q” 
value. Helical filters are the best, as they provide excellent 
performance but suffer from big size, assembly and tuning 
problems”. Surface acoustic wave filters provide excellent 
performance but their shortcoming is lousy. The demand in 
high-speed communication has led to the design and 
development of wideband filters to support applications such 
as UWB technology that promises communication speed of 
up to 1000 Mbps. [2]. As a type of microwave filter, 
microstrip BPF has been researched thoroughly. Each 
microstrip is a short portion of parallel capacitance and series 
inductance, while parallel coupled line consits of coupled 
inductances and capacitors. [3].For a filter to operate 
successfully it will require large bandwidth, but there are 
many applications where very narrow bandpass filter can be 
successfully used, such as use as laser line, laser cleanup and 
laser excitation filters in both medical and laser applications.. 

II.  CBMF (COUPLED-LINE BANDPASS MICROSTRIP FILTER) 
 

Figure 1. shows the dimensions of the filter. It consists of 
five parallel rectangle shapes with symmetrical slot size 
which are connected to two ports, one on each side. Figure 
2. shows magnitude vs. frequency graph, with S11 going up 
to -30.460486 dB and S21 to -0.296486 dB. S12 and S22 
are symmetrical to S11 and S21. Bandpass frequency range 
is from 5.28 GHz to 5.30 GHz. 
 

 
 

Figure 1. Dimensions of CBMF 
 

 
 

 Figure 2. Magnitude vs. Frequency graph 
 

 
TABLE 1. PARAMETERS 

Parameters Values 
 

Dielectric thickness (Ɛr) 3 
Cell size 0.25 
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Box size 33.75 x 40.00 mm 
Frequency 5.28– 5.30 GHz 

III. PARAMETRIC STUDIES 
 
In table 2. below we can see how a change of dimension of 
space between symmetrical slots and central slot, which are 
different dimension themselves influences the change 
between S11 and S21. The original dimension between them 
is 2.50 mm, and changes by 0.25 mm going up to 3.50 mm. 
The range of frequency stayed same, but values of S11 
decreased from -30.460487 dB to -22.014188 dB, and 
values of S21 decreased from -0.296486 up to -0.010306 
dB, with other changes shown in table 2.  

 

TABLE 2. CHANGE OF DIMENSION BETWEEN SYMMETRICAL 
SLOTS AND CENTRAL SLOT 

y (mm) S11 (dB) S21 (dB) Frequency 
(GHz) 

2.50 -30.460487 -0.296486 5.27-5.31 
2.75 -27.361926 -0.153703 5.27-5.31 
3.00 -26.252082 -0.010306 5.27-5.31 
3.25 -25.296982 -0.012844 5.27-5.31 
3.50 -22.014188 -0.027081 5.27-5.31 

 

The change was made with the dimension of the 
symmetrical slots and dimension between them, each 
increasing by 0.25 mm. Again, the range of frequency 
stayed the same, from 5.28 to 5.30 GHz, and the values of 
S11 and S21 decreased. The dimension between 
symmetrical slots and central slot stayed at 2.50 mm. 
Changing values of S11 and S21 are shown in table 3.  

 

TABLE 3. CHANGE OF DIMENSION OF SLOTS 

Width 
(mm) 

Length 
(mm) 

Space 
(mm) 

S11 
(dB) 

S21 
(dB) 

8.50 3.25 0.50 -30.460487 -0.296486 
 

8.75 3.25 0.75 -24.591802 -0.015113 
 

9.00 3.25 1.00 -20.217031 -0.041506 
 

9.25 3.25 1.25 -19.806342 -0.028742 
 

9.50 3.25 1.50 -18.899564 -0.056312 
 

 

Table 4. shows the comparison of S11 and S21 values from 
the varying dimensions of distance between symmetrical 
slots and central slot, and values from the variation of the 
dimension of symmetrical slots, which now we call S11.1, 
S21.1, S11.2 and S21.2 for clearer understanding. Values of 
S11.2 decreased more than S11.1, so increasing of the 
dimensions of symmetrical slots has a higher impact on the 
decrease of the value of S11. For S21 values from one 
variation of dimensions to another didn’t change with big 
difference, so the changes didn’t have as high impact as they 
had on S11.  
 

TABLE 4. COMPARISON OF S11 AND S21 VALUES 

S11.1 (dB)  S11.2 (dB)  S21.1 (dB)  S22.2(dB)  

 
-30.460487  -30.460487  -0.296486  -0.296486  

 
-27.361926  -24.591802  -0.153703  -0.015113  

 
-26.252082  -20.217031  -0.010306  -0.041506  

 
-25.296982  -19.806342  -0.012844  -0.028742  

 
-22.014188  -18.899564  -0.027081  -0.056312  

 
 

IV. CONCLUSION 
 

This paper presents a Coupled Line Microstrip Bandpass 
Filter with the narrow bandpass frequency range. Filters are 
circuits through which we can select certain frequency or 
frequency band among other frequencies. Each filter has a 
frequency range including a set of frequencies that can pass 
through the filter. A microwave filter has 2 ports that are 
used in a communication system in order to control 
frequency response [4]. By changing the dimension of 
symmetrical coupled lines, and dimension of distance 
between symmetrical coupled lines and central box, we 
concluded that changing of dimension only changed the 
values of S11 and S21 but not the frequency range, which 
stayed the same throughout every change, from 5.28 to 5.30 
GHz. Our research was a combination of dimension 
adjusting, analysis of the sensitivity of specific parameters 
which showed us how Coupled Line Microstrip Bandpass 
Filter responds to changes of its parameters. Simulation was 
done in a 3D planar high-frequency electromagnetic 
software, Sonnet Suites [5]. The response of this Coupled 
Line Microstrip Bandpass filter was the decrease of S11 and 
S21 by the increase of specific dimensions. 
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Abstract — A slotted, compact microstrip patch antenna 
design suitable for X-band application is proposed. Antenna 
operates in the frequency range of 7.0 – 8.3 GHz. Design, which 
consists of rectangular patches making rectangular slot, is 
made with a circular shaped feeding input with diameter of 1 
mm on FR-4 dielectric substrate with the permittivity of 4.4. 
The gain of the design at the frequency of 7.6 GHz is 7.26 dB. 
Simulation is done using Sonnet software. 

Keywords — microstrip patch antenna, slotted antenna, 
rectangular patches 

I. INTRODUCTION  
Idea behind microstrip patch antennas exists for over 70 

years, and the trend of advancing the technology behind it 
continuously grows. The characteristics of microstrip patch 
antennas are the ones to make them very appealing and the 
reason why a lot of researches, as well as implementations 
and proposed designs, are being released on this topic [1]. 

Another reason why the popularity of microstrip patch 
antennas has been increasing over time is the growth of 
wireless communications. Together with it, the necessity of 
having low profile, wide-band antennas that can operate on a 
multiple frequency for variety of applications has changed. 
Since the antenna is the basic element of the communication 
system and its key component, it is important to track design 
and performance to satisfy some main criteria and 
requirements that are set [2].  

Creating antennas with slotted spaces increase resonating 
frequencies, according to researches, and they are considered 
to have a high value of return losses, which make them good 
for satellite communication as well [3]. Except for wireless 
and satellite communication, the antenna with rectangular 
patches is playing big role in the radar systems that use 
ultrawideband system communication. Microstrip 
rectangular patches antenna has been commonly used as the 
UWB antenna because of its ease of fabrication and 
integration with microwave integrated circuits [4]. The 
antennas with the broad frequency range of 3.1 GHz to 10.6 
GHz have been essential in UWB systems [5].  

One of the most common designs of microstrip patch 
antenna is using rectangular patches. The geometry of this 
type of antenna consists of length, width, substrate thickness 
and relative permittivity [6]. In this paper, antenna design is 
made using rectangular patches. This antenna design is 
suitable for X-band frequency operation All the geometry 
and design measurements, as well as analysis, are presented 
in the next sections. 

II. ANTENNA DESIGN 
This antenna is designed on the FR-4 dielectric substrate 

material with a 1 mm thickness and with permittivity of 4.4. 
Layer below, as well as the layer above FR-4 dielectric 
substrate, consists of air with 3 mm and 5.5 mm thickness 
respectively. The top view of the antenna designed, together 
with all the measurements of antenna, can be seen in the Fig. 
1., while 3D view of antenna design can be seen in Fig.2. 

Antenna itself consists of four different rectangular 
patches that, combined, form a rectangular shaped slot. 
Feeding input is found in the corner of the antenna.This 
feeding input is in a shape of circle with diameter of 1 mm, 
and goes through layer of FR-4 dielectric substrate and layer 
below, that consists of air, until the ground. Antenna 
measurements are 49 mm x 50 mm, which makes it almost a 
squared microstrip patch antenna made from several smaller 
rectangular patches. 

 

 
Fig. 1. Antenna Design Top View 
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Fig. 2. Antenna 3D Design  

III. DESIGN RESULTS AND ANALYSIS 
The analysis and design were done using Sonnet 

software. The S11 diagram of the antenna is shown in the 
Fig. 3. As we can see, the area where S11 > -10dB, and        
θ > 0dB is found in range of 7.0 GHz and 8.3 GHz, which 
means that the frequency range of operation of this antenna 
is found in this section. The bandwidth calculated is 1.3 
GHz, or 17.10% of its peak value at 7.6 GHz.  

Polar view of gain distribution is shown in Fig. 4. The 
antenna design has a peak gain of 7.26 dB at 7.6 GHz 
frequency. Current distribution can be seen in Fig.5.  

 
Fig. 3. S11 Distribution 

 

 
Fig. 5. Current Distribution 

 

CONCLUSION 
In this paper, microstrip patch antenna with rectangular 

patches and rectangular slot area is presented. Design is 
made in the Sonnet software, together with all the analysis 
and measurements. Dielectric substrate used is FR-4 of 1 mm 
thickness. This antenna has satisfied the initial requirements 
with the gain of 7.26 dB at the frequency of 7.6 GHz. The 
range of the antenna operating is in between of 7.0 GHz and 
8.3 GHz, which can be seen in the figures. Antenna is 
suitable for use in X-band applications. 
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Abstract— Cross-shape coupler structure employs two 
parallel connected rectangular subunit coils which are 90° 
rotated to one another around the center of both. Such a 
configuration slightly improves the overall misalignment 
tolerance of the coupler structure as the coupling coefficient of 
rectangular coil pairs are less sensitive to misalignment along its 
longer side. This is a major advantage in wireless power transfer 
applications; because, system efficiency and transferred power 
level is strongly dependent on the magnetic coupling coefficient 
between the couplers. In this paper, electromagnetic simulation 
results for single sided cross-shape coil structure are presented. 
Self-inductance and coupling coefficient of single-sided couplers 
are presented as a function of vertical distance and lateral 
misalignments.  

Keywords—wireless power transfer, magnetic coupler, 
misalignment. 

I. INTRODUCTION  
Wireless power transfer (WPT) systems are commonly 

implemented via magnetically coupled primary and secondary 
coils or so called couplers [1]. The couplers are resonated out 
by series or parallel connected capacitors for increasing the 
power transfer distance [2]-[4]. One of the major challenges in 
magnetic resonance based WPT systems is that the efficiency 
and the transferred power level of the system is strongly 
dependent on the coupling between the primary and secondary 
couplers. Therefore, quite a few works have been published on 
increasing WPT system’s tolerance to misalignment and 
distance variations [5]-[11]. These works are usually based on 
either impedance tuning techniques or on changing the 
parameters of high frequency power or voltage sources such as 
voltage level, power level, frequency and duty cycle. These 
techniques provide an adaptivity to coupling variations. In 
addition to these adaptive solutions, significant efforts have 
been dedicated to designing couplers with high tolerance of 
coupling coefficient (k) to misalignment [12]-[15].  

In [15], a novel double-sided cross-shape coupler structure 
with improved lateral misalignment tolerance and high 
coupling coefficient is proposed. In this work, we further 
analyze the cross-shape structure with a ferrite layer on one 
side of the windings. The added ferrite layer will make the 
cross-shape structure exhibit a single-sided flux distribution. 
Single-sided couplers have the advantage of lower 
electromagnetic interference (EMI) as compared to double-
sided couplers.  

II. CROSS-SHAPE COUPLER STRUCTURE 
The cross-shape coupler structure is formed by two 

rectangular sub-unit coils. The rectangular coils exhibit lower 
tolerance to lateral misalignment along its longer side. 
Therefore, when these two electrically connected sub-unit 
rectangular coils are vertically oriented to one another on the 
horizontal plane, the constituted cross-shape coupler exhibit 
improved misalignment tolerance as compared to sub-unit 
rectangular coils. The sub-unit rectangular coils are electrically 
parallel connected for keeping the overall self-inductance 
small. A ferrite layer is added at one side of the coupler for 
ensuring a single-sided flux distribution. Fig. 1 shows a 
schematic drawing for a coupled single sided cross-shape 
coupler pair.  

 
 
Fig. 1.  Schematic drawing for a single sided cross-shape coupler 
pair.  

III. SIMULATION RESULTS FOR CROSS-SHAPE COUPLERS 
Coupling parameters for a coupled single-sided cross-shape 

coupler pair, each one employing 100 cm by 70 cm rectangular 
coil, is simulated using via an EM simulator, Maxwell 14.0. 
The thickness of the ferrite layer is 27 mm. Fig. 2 shows the 
picture of a simulation model. The simulated self-inductance 
(L1, L2) of the coupler is 51 μH. Mutual inductance (M) 
between couplers are simulated for various separation (dz) and 
misalignment (dx, dy) between couplers. Coupling coefficient 
(k) between couplers is calculated as follows:  

1 2

Mk
L L

=                              (1) 
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Fig. 2.  Simulation model for a single sided cross-shape coupled pair. 
 

Fig. 3 shows simulated k as a function separation between 
couplers. k changes from 0.79 to 0.26 when the separation 
between couplers varies from 5 cm to 35 cm. Fig. 4 shows k as 
a function of misalignment when the vertical separation 
between couplers are 20 cm. As seen in Fig. 4, the coils are 
highly tolerant to misalignment especially up to 15 cm 
misalignment. k only changes from 0.45 to approximately 0.40 
(11% variation) when lateral misalignment is 15 cm. The k 
reduces to 0.27 when misalignment is 30 cm. 

 
Fig. 3.  Simulated k as a function of separation between couplers 
when couplers are perfectly aligned.   

 

 
Fig. 4.  Simulated k as a function of lateral misalignment between 
couplers when couplers have a vertical separation of 20 cm (dz = 20 
cm)   

CONCLUSION 
EM simulation results for a cross-shape coupler pair is 

presented. The simulated structure employs a ferrite layer on 
one side of the windings to form a single sided flux 
distribution. Simulation results show that the cross-shape 

couplers not only exhibit high coupling coefficient but also 
have high tolerance to lateral misalignment between the 
couplers.   
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Abstract – In this paper, dual band microstrip coupled line 
filter is designed and the simulated. As an electromagnetic 
simulation tool, planar 3 dimentional software program, 
Sonnet Suites was used . The microstrip filter is simulated 
from 0.01 to 4 GHz, where S11 = -18.159528 dB, S12 = -
0.0668606 dB at 3.2Ghz and, where S11= -22.004872 db 
and S12= -0.0274580 dB at 3.48 GHz.  

Keywords - Dual-bandpass filter Microstrip Filter. 

I. INTRODUCTION  
Sonnet's suites of high-frequency electromagnetic (EM) 
Software are aimed at today's demanding design challenges 
involving predominantly planar (3D planar) circuits and 
antennas. Predominantly planar circuits include microstrip, 
strip line, coplanar waveguide, PCB (single and multiple 
layers) and combinations with vias, vertical metal sheets (z-
directed strips), and any number of layers of metal traces 
embedded in stratified dielectric material [1]. There are a 
number of different types of filters being used for numerous 
different applications. Each filter has specific characteristics 
such as to either allow or block a certain range of frequencies 
from passing.  A Microwave Band Pass Filter (BPF) is the key 
component in wireless communication systems. It is a two 
port reciprocal, passive device which attenuates undesirable 
signal frequency, thereby facilitating the transmission of 
desired signal frequencies. The practical band pass filters have 
small non – zero attenuation in pass band and a small signal 
output in stop band due to the presence of resistive losses in 
reactive elements and propagating medium [2]. There are 
applications where a particular band, or spread, or frequencies 
need to be filtered from a wider range of mixed signals. Filter 
circuits can be designed to accomplish this task by combining 
the properties of low-pass and high-pass into a single filter. 
The result is called a band-pass filter. What emerges from the 
series combination of these two filter circuits is a circuit that 
will only allow passage of those frequencies that are neither 
too high nor too low [3]. This design works well in the area of 
wireless telecommunications. The frequency boundary 
between RF and microwaves is somewhat arbitrary, depending 
on the particular technologies developed for the exploitation 
of that specific frequency range. Therefore, by extension, the 
RF/microwave applications can be referred to as 
communications, radar, navigation, radio astronomy, sensing, 
medical instrumentation, and others that explore the usage of 
frequency spectrums in the range, for example, 300 kHz up to 
300 GHz. [4]  

Design and simulation of CBMF (Coupled-line Band pass 
Microstrip Filter) 

Figure 1 has the coupler of the filter. This shows the odd and 
even strips that were implemented in this design. Filter has 
central box, coupled line and feed line box. All of them have 
dimensions on table I. Also I used dielectric thickness, box 
size, cell size and frequency in table II. 

Filter measurements 

Figure 1- 2-poles band-pass filter 

 

TABLE I.  DIMENSIONS OF FILTER 

 

TABLE II.  FILTER PARAMETERS 

 
This band pass filter is made out of odd and even poles of 
coupled microstrip lines, which we specifically modeled to 
improve the characteristics of the filter. With the dimensions 
from table I and set parameters from table II, we get the 
graphical output that shows the band pass region of our filter. 
Thus, curves of gain versus frequency and phase versus 

Name Length Width 

Central Box 23.5mm 1.5 mm 
Coupled lines  23.8mm 2.00 mm 
Feed line Box 23.8 mm 2.00 mm 

Spacing  0.20 mm 

Parameters Values 
Dielectric thickness (Ɛr) 1.00 

Cell size 0.10 mm 
Box size 114.9 x 9.3 mm 

Frequency 0.01 – 4 GHz 
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frequency are commonly used to illustrate filter 
characteristics, and most widely used mathematical tools are 
based on the frequency domain. [5] 

 Figure 2. – Simulated S-parameters graph 

II. PARAMETRIC STUDIES 
 

In this section, we observed how the frequencies are changing 
while changing different dielectric. We observe the return 
losses (gamma) S11 and S12 to make it ideal as possible. 

TABLE III.  CHANGING OF DIELECTRIC THICKNESSES AND CONSTANT 

 
Table IV is representing S11 and S12 while changing air (mm) 
and Dielectric constant with spacing between coupled lines.  

TABLE IV.  CHANGING COUPLED LINE SPACING AND DIELECTRIC 
CONSTANT AND AIR SPACE 

 

 

Table V shows how changing some of the parameters has an 
effect on the other parameters, most importantly S11 and S12. 
We experimented with the Dielectric Constant and the 
Coupled line Spacing. After each modification was made,        
a new simulation was made and the changes were noted down. 
Numerous iterations were made, the final and most efficient 
combination of the parameters has been found and it is noted 
in the last column which written in bold.  
 
 

TABLE V.   

CHANGING:  DIELECTRIC THICKNESS AND AIR SPACE TOGETHER WITH 
COUPLED LINE SPACING AND CENTRAL BOX WIDTH 

Dielectric 
Thickness / 

constant 

Box Width 
/ Coupled 

line 
Spacing  

S11(dB) S12(dB) 

1.075 / 4.4 1.5/0.2 3.54GHz / -
16.697653 

3.54GHz / -0.0939087 

1.0 / 4.45 2.0/0.2 3.2 GHz / -25.048643 3.2 GHz / -0.0136019 
0.95 / 4.4 1.5/0.3 3.24 GHz / -

6.4367929 
3.24 GHz / -1.1190713 

1.0 / 4.48 2.0/0.1 3.14 GHz / - 
7.8272052 

3.14 GHz / -0.7827313 

0.9 /4.4 1.5/0.2 3.2 GHz / -
7.5794411 

3.2 GHz / -0.8333800 

 

III. CONCLUSION 
Microstrip filters are widely used in many different areas and 
in almost aspects of our lives. In this paper, we have designed 
and simulated a dual band pass filter with odd and even 
microstrip lines to produce the desired results. The results of 
the simulation represent the characteristics of this type of filter 
nicely. Last results are S11 is -18.159528 dB and S12 is dB, 
S12 = -0.0668606 dB at 3.2 GHz. The design will be further 
for best results and a prototype design will be fabricated to 
analyze the results in real-life environment. 
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1.  

Dielectric 
Thickness / 

constant 

S11 (dB) S12(dB) 

1.075 / 4.4 3.2 GHz / -7.3734107 3.2 GHz / -0.8782451 

1.05 / 4.4 3.2 GHz / -9.3328375 3.2 GHz / -0.5384494 

1.0 / 4.4 3.2 GHz / -18.159528 3.2 GHz / -0.0668606 

0.95 / 4.4 3.2 GHz / -16.427036 3.2 GHz / -0.1000166 

0.9/ 4.4 3.2 GHz / -7.5794411 3.2 GHz / -0.8333800 

 Air (mm)/ 
Dielectric 
constant   

Coupled 
line 

Spacing  

S11(dB) S12(dB) 

1.0 / 4.4 0.2 3.2 GHz / -
18.159528 

3.2 GHz / -0.0668606 

1.0 / 4.4 0.3 3.24GHz / -
18.14602 

3.24GHz / -0.0670704 

1.0 / 4.45 0.3 3.22 GHz / -
11.370666 

3.22 GHz / -0.3288961 

1.0 / 4.45 0.2 3.18 GHz / -
15.013256 

3.18 GHz / -0.1391221 
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Abstract— In this paper, a microstrip patch antenna array 
has been designed for X-Band monopulse tracking radar 
application. The presented antenna was designed on an FR-4 
substrate and operates at 11.40 GHz and 17.50 GHz with the gain 
of 10.09 dBi and 10.33 dBi, respectively. Reflection Coefficients 
are -25.52 dB and -10.51 dB, and were included to dBi 
measurements. 11.40 GHz center frequency has % 3.05 
bandwidth. Obtained design can be used in a monopulse tracking 
radar solution. 

Keywords — X-Band Tracking Radar, Microstrip Patch 
Antenna, Dual-Band Patch Antenna. 

I. INTRODUCTION 
Monopulse Radars are used to provide accurate directional 

information. The name refers to its ability to extract range and 
direction from a single signal pulse. The three main angle-
sensing techniques for Monopulse Radars are Amplitude 
Comparison, Phase Comparison and Combination of the 
Amplitude and Phase Comparisons. 

Amplitude comparison monopulse radar uses four antennas 
(or quadrants of a single antenna). The target is illuminated by 
all four quadrants equally (Figure 1). A comparator network is 
used to "calculate" four return signals. 
 

.  

Figure 1, Amplitude Comparison Monopulse Antenna 

The sum signal has the same pattern in receive as transmit, 
a broad beam with the highest gain at boresight (the axis of 
maximum gain (maximum radiated power) of a directional 
antenna); the sum signal is used to track target distance and 
perhaps velocity. The elevation difference signal is formed by 
subtracting the two upper quadrants from the two lower 
quadrants and is used to calculate the target's position relative 
to the horizon. The azimuth difference signal is formed by 
subtracting the left quadrants from the right quadrants and is 
used to calculate the target's position to the left or right. 

In traditional monopulse radar systems, Cassegrain 
parabolic antennas or lens antennas are commonly applied. The 
monopulse comparator in such systems is usually very 
complicated and heavy. Therefore, a lightweight and low-cost 
microstrip structure has been developed for pulse antennas [1].  

The signals at the antenna outputs are coherently added 
and subtracted by using a π-hybrid. When the π-hybrid is used 
for adding and subtracting two signals it is often called Σ-Δ 
hybrid [2].  
 

The X band and Ku-Band defined by an IEEE standard for 
radio waves and radar engineering with frequencies that range 
from 8.0 to 12.0 GHz and 12.0 to 18.0 GHz respectively. The 
X-Band is used for short-range tracking, missile guidance, 
marine, radar and airborne intercept. Especially it is used for 
radar communication ranges roughly from 8.29 GHz to 11.4 
GHz. The Ku-Band is used for high-resolution mapping and 
satellite altimetry. Especially, Ku-Band is used for tracking 
the satellite within the ranges roughly from 12.87 GHz to 
14.43 GHz [3]. 
 

[4] provides an example of the usage of multiple patch 
elements. Artificial neural networks were used in [5] to obtain 
high transmission gain (dBi, decibel isotropic) gain and low 
reflection coefficient (S11 in dB). In that paper, the developed 
neural network can offer to design a multi-band microstrip 
antenna in accordance with the user’s setting resonance 
frequencies and their return losses. In [6] circularly polarized 
microstrip patch array is introduced for the X-Band 
applications. The antenna employs a dual-ring array structure 
in which the radiating elements are fed by non-radiating slots 
with sequential phase excitations to generate circular 
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polarization. Thus, two novel features are introduced: firstly, 
two concentric ring sub-arrays of linearly polarized elements 
are used to improve the axial ratio and, secondly, development 
of a new model for power distribution to ensure that all the 
elements radiate the same power, thus ensuring pattern 
symmetry and high-quality circular polarization. 
 

In this work, 2by2 patch element is prepared for a 
monopulse microstrip antenna array design. The operating 
frequency was aimed at 11.40 GHz as per X-Band 
requirements. In such a design, multiple usages of patch 
elements will increase the integrated antenna gain. Antenna 
design described in Section II and Section  III gives the 
conclusions. 

II. ANTENNA GEOMETRY 
The geometry of the prepared rectangular patch antenna is 

shown in Figure 1. The size of the antenna is 23×14.8 mm. 
The antenna is designed on an FR-4 dielectric substrate whose 
thickness and permittivity are 0.4 mm and 4.4, respectively. 

 

 
Figure 2, Dimension of the one of the four microstrip patch. 
W=8mm,  L=6mm, X1= 0.4mm. 

III. CALCULATIONS FOR ONE PATCH 
Design Parameters: 

𝑓0 = 11.40 𝐺𝐻𝑧 
𝜀𝑟 = 4.4 

ℎ = 0.4 𝑚𝑚 
𝑐 = 3𝑒8 𝑚/𝑠 

 
Step 1: Calculation of Width (W) 
 

𝑊 =
𝑐

2𝑓0�
(𝜀𝑟 + 1)

2

= 𝟖.𝟎𝟎𝟐 [𝒎𝒎] 

 
Step 2: Calculation of Effective Dielectric Constant (𝜀𝑟𝑒𝑓𝑓) 
 

𝜀𝑟𝑒𝑓𝑓 =  
(𝜀𝑟 + 1)

2
+

(𝜀𝑟 − 1)
2

�1 + 12
ℎ
𝑊
�
−12

 
 

𝜀𝑟𝑒𝑓𝑓 = 4.044 [𝑢𝑛𝑖𝑡𝑙𝑒𝑠𝑠] 
 
Step 3: Calculation of Effective Length (𝐿𝑒𝑓𝑓) 

𝐿𝑒𝑓𝑓 =  
𝑐

2𝑓0�𝜀𝑟𝑒𝑓𝑓
=  6.538 [𝑚𝑚] 

 
Step 4: Calculation of the Length Extension (Δ𝐿) 
 

Δ𝐿 = 0.412 ℎ 
�𝜀𝑟𝑒𝑓𝑓 + 0.3� �𝑊ℎ + 0.264�

�𝜀𝑟𝑒𝑓𝑓 − 0.258� �𝑊ℎ + 0.8�
= 0.1842 [𝑚𝑚] 

 
Step 5: Calculation of Actual Length of Patch (𝐿) 
 

𝐿 =  𝐿𝑒𝑓𝑓 − 2 Δ𝐿 =  𝟔.𝟏𝟕𝟎 [𝒎𝒎]  
 
According to simulation results, patch size was set as 
8 [𝑚𝑚] 𝑥 6 [𝑚𝑚] for the dielectric thickness is 0.4 mm. 
 

Table 1, Dielectric Thickness vs. Patch Sizes 

Dielectric 
Thickness 

(mm) 

𝑓0 (𝐺𝐻𝑧) Dielectric 
Constant 

(𝜀𝑟) 

W (mm) L(mm) 

0.40 11.40 4.4 8.002 6.170 
0.70 11.40 4.4 8.002 6.032 
1.00 11.40 4.4 8.002 5.870 
1,55 11.40 4,4 8.002 5.544 

 
Step 6: Calculation of the ground plane dimensions (𝑋𝑔,𝑌𝑔) 
The transmission line model is applicable to infinite ground 
planes only. However, for practical considerations, it is 
essential to have a finite ground plane. It has been shown that 
similar results for finite and infinite ground plane can be 
obtained if the size of the ground plane is greater than the 
patch dimensions by approximately six times the substrate 
thickness all around the periphery. 
 

Table 2, Feeding Point Location Effects 

Feeding 
Point

𝑋1(𝑚𝑚) 

Air 
Thick. 
(mm) 

Dielectric 
Thickness 

(mm) 

Reflection 
Coefficient 
S11 (dB) 

Resonance 
Frequency 

(GHz) 

Max 
Gain 
(dBi) 

0.5 5 0.40 -17.06 11.35 10.04 
0.6 5 0.40 -18.63 11.35 10.06 
0.7 5 0.40 -20.68 11.35 10.07 
0.8 5 0.40 -23.19 11.35 10.09 
0.9 5 0.40 -25.52 11.35 10.09 
1.0 5 0.40 -24.76 11.35 10.08 

 
Feeding 

Point
𝑋1(𝑚𝑚) 

Air 
Thick. 
(mm) 

Dielectric 
Thickness 

(mm) 

Reflection 
Coefficient 
S11 (dB) 

Resonance 
Frequency 

(GHz) 

Max 
Gain 
(dBi) 

0.5 5 0.40 -11.71 17.50 10.37 
0.6 5 0.40 -11.29 17.50 10.35 
0.7 5 0.40 -10.95 17.50 10.34 
0.8 5 0.40 -10.69 17.50 10.33 
0.9 5 0.40 -10.51 17.50 10.33 
1.0 5 0.40 -10.39 17.45 10.33 
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Step 7: Determination of feed point location (𝑋𝑓 ,𝑌𝑓) 
The feed point must be located at the point on the patch, 
where the input impedance is 50 ohms for the resonant 
frequency. Hence, a trial and error method is used to locate the 
feed point. For different locations of the feed point, the 
reflection coefficient was compared and that feed point, 
𝑋1 = 9 [𝑚𝑚], is selected where the reflection coefficient is 
second most negative. 

 
Figure 3, Patch Array Design with 0.9 mm Feeding Point 

IV. ANALYSIS RESULTS 
The antenna has modeled and analyzed using the Sonnet 

software program. The reflection coefficient (S11) of the 
antenna is shown between 9 GHz and 21 GHz in Figure 2.  
11.35 GHz and 17.50 GHz have minimum peak reflection 
coefficients as -25.52 dB and -10.51 dB, respectively. 
Reflections were included in dBi measurements in Figure 5 
and Figure 6. 
 
Figure 4, Reflection Coefficient of The Antenna, between 9 - 21 GHz. 

 

 
Table 4, Antenna Parameters for Different Dielectric Thicknesses for 

11.40 GHz 

Air 
Thickness 

(mm) 

Dielectric 
Thickness 

(mm) 

Reflection 
Coefficient 
S11 (dB) 

Resonance 
Frequency 

(GHz) 

Max 
Gain 
(dBi) 

5 0.39 -25.03 11.40 10.11 
5 0.40 -25.52 11.35 10.09 
5 0.41 -34.26 11.35 10.09 

 

 
Figure 5, Isotropic Antenna Gain 10.09 dBi at 11.40 GHz, Including 

Reflection 

Table 4 and Table 5 give information about different dielectric 
thicknesses vs. S11 and dBi values. 

 
Table 5, Antenna Parameters for Different Dielectric Thicknesses for 

11.40 GHz 

Air 
Thickness 

(mm) 

Dielectric 
Thickness 

(mm) 

Reflection 
Coefficient 
S11 (dB) 

Resonance 
Frequency 

(GHz) 

Max 
Gain 
(dBi) 

5 0.39 -10.60 17.55 10.39 
5 0.40 -10.50 17.50 10.33 
5 0.41 -10.70 17.50 10.24 

 
 

 
Figure 6, Isotropic Antenna Gain 10.33 dBi at 17.50 GHz and +/- 75 

Degrees, Including Reflection 
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Figure 7, Current Distribution of Patch Antenna. f=11.40 GHz. 
Thickness = 0.4 

Figure 7 and Figure 8 give information about current 
distributions. 
 

 
Figure 8, Current Distribution of Patch Antenna. f=17.50 GHz. 
Thickness = 0.4 

V. CONCLUSION 
In this paper, dual resonance patch antenna array has been 

designed by considering an FR-4 (𝜀𝑟 = 4.4) with the substrate 
height of 0.4 mm. According to simulation results, designed 
antenna has center frequencies at 11.40 GHz and 17.50 GHz, 
gains of the antenna are 10.09 dBi and 10.33 dBi, respectively. 
Reflections were included at dBi measurements by using 
Sonnet Software options. At the 11.40 GHz center frequency, 
antenna bandwidth is % 3.05 with -10 dB reflection 
coefficient. 

 
The specified antenna may be enhanced by using Genetic 

Algorithms. For further enhancement in the antenna gain, 
more elements can be combined as an 8x8 array, 16×16 array 
etc. Also, as future work, a comparator network can be 
designed.  
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I. INTRODUCTION

In an ideal antenna design methodology, it is desired to
achieve optimal antenna performance with very clear physical
understanding, which is not easy most of the time. The Theory
of Characteristic Modes (TCM), which is a modal analysis
method, provides an optimization procedure in antenna design
while giving the physical background clearly. The TCM was
first described by Garbacz et al. [1] with scattering matrix,
and reformulated by Harrington et al. in 1971 [2] with the
impedance matrix of Method of Moment (MoM). Since then,
it has been successfully applied to mobile handset, electrically
small, and platform mounted antenna designs [3]. Charac-
teristic modes (CM) are eigenmodes, which are numerically
obtained for an arbitrary conducting object. They expands the
currents and fields scattered or radiated by the conducting
object. The radiation pattern of any object is a linear com-
bination of modal patterns that are orthogonal to each other.
The current distribution on the object can be decomposed into
an infinite number of eigencurrents (or characteristic currents),
which are also orthogonal to each other. The eigencurrents Jn
can be determined from the following generalized eigenvalue
equation [2]:

[X]Jn = λn[R]Jn (1)

where R and X are the real and imaginary parts of the
impedance matrix of the electric field integral equation (EFIE).
λn is the nth eigenvalue associated with the nth eigencurrent
Jn.

The TCM is a source-free analysis in which parameters
of the characteristic eigenvalues, modal significance, and
characteristic angle are considered. In general, an eigenvalue
parameter provides a significant amount of information into
the resonant and scattering properties of an object. If an
eigenvalue has negative values the structure is said to be in
capacitive mode, where the structure will store more electric
than magnetic energy. At the point of resonance, a CM stores
equal amounts of energy, and the object is a perfect radiator. If
an eigenvalue has positive values the structure is said to be in
inductive mode, where the structure will store more magnetic
than electric energy. Furthermore, the smaller the magnitude
of the eigenvalue is the more efficiently the mode radiates.
An alternative parameter to measure the potential radiation

contribution of each characteristic mode is the parameter of
modal significance (MS), which represents the normalized
magnitude of the eigenvalues of the characteristic modes. A
mode is considered resonant when the MS of that mode attains
a value of 1, and a mode is considered significant when the
MS is greater than or equal to 0.707. The closer the value
of MS is to 1 (the maximum value), the more effectively
the associated mode contributes to radiation. Yet another
parameter to evaluate characteristic modes is the characteristic
angle. Characteristic angles are defined as:

α = 1800 − arctan(λn) (2)

Modes with characteristic angles close to 1800 are effective
radiators, while those with characteristic angles close to 900 or
2700 are ineffective radiators. The characteristic angle gives
the phase difference between an eigencurrent (λn) and the
associated eigenfield (En). Characteristic angles also provide
information on the phases of characteristic modes.

The present study aims to present the limitations of the
TCM analysis and an alternative based on the use of the
Characteristic Basis Function Method (CBFM) which was
recently developped to reduce the computational cost while
designing electrically large structures.

II. NUMERICAL STUDY

As an example, the TCM is applied to a strip dipole. The
first three dominant characteristic modes are considered here.

Fig. 1. Modal Significance of the strip dipole.
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Fig. 2. Modal Significance of a PEC chassis.

It can be seen from Fig. 1 that the first mode has a MS of
1 at around 1.1 GHz. It can be deduced that the structure
can radiate effectively at 1.1 GHz if it is properly excited. In
addition, the first mode has a characteristic angle of 180◦ at
1.1 GHz. Once the characteristic values are calculated, the
excitation scheme should be considered in order to excite
the modes properly. In 1979, it is proposed that the structure
should be excited at the location of its maximum current [4].
One should excite the strip dipole since it has its maximum
current location in the middle of structure. In this basic
example, the half-wavelength dipole behavoir is verified with
the TCM. Beside all the advantages brought by the TCM in
designing antennas, as pointed out by R. Mittra [5], there still
exists major issues when it comes to deal with electrically
large structures such as ships, airplanes and mobile phones
at high frequencies. Such structures may exhibit hundreds of
dominant modes, which leads to excessive time of calculations.
Furthermore, usually only a small area is allowable for placing
the antenna. Therefore, using maximum current location is not
a practical approach for locating the excitation. In this manner,
a perfect electric conductor (PEC), which has a dimension of
120 × 60 mm and mostly used as a chassis of a handset
mobile phone, is chosen to apply the TCM at relatively
higher frequencies (28 - 29 GHz). The first 100 modes are
defined to be calculated. It can be seen from Fig. 2 that all
100 modes are dominant modes (MS > 0.707) at operating
frequencies. It is not clear how to handle the results with
the TCM, and in general questions arose when studying such
large structures. Those questions are for instance: In case of
multitude significant modes, how to excite all of them at once?
If only some of them should be excited, which one to choose?
If multiple exciters are to be used, is there sufficient allocated
room? These are questions that for TCM does not provide any
good answers.

An alternative approach for the numerical analysis of large
is to use Characteristic Basis Function Method (CBFM), which
was proposed by R. Mittra [6] and succesfully developed since
then [7]- [10]. The CBFM uses a set of high level basis func-
tions called as characteristic basis function. In this method, the
structure is divided into several subdomains (patches) in order
to reduce the size of MoM-associated matrix. A low level basis
functions, such as RWG (Rao-Wilton-Glisson) basis functions,
can be applied to each subdomain. Since, the CBFM is a non-
iterative method, it does not suffer from convergence problem.
In addition, the CBFM calculates the self interaction (primary
basis) of a patch within itself and and the mutual coupling
with other subdomains (secondary basis).

III. CONCLUSION

In this short abstract, the TCM analysis and its shortcomings
are presented briefly. Due to the larger number of dominant
modes existing when dealing with electrically large structures,
the TCM analysis fails to provide solutions on antenna design
problems. Instead, the CBFM that consider the excitation right
from the beginning of the analysis is a convenient way of
solving electrically large structures. The work is ongoing for
applying the CBFM to practical structures such as mobile
phone chassis working at 5G frequency bands.
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I. ABSRACT

In this study, we use a microwave characterization
technique combined with deep learning algorithm for
detection of breast tumors. We first develop a 2D biological
tissue model in a simulation environment with appropriate
physical parameters. We assume a non-invasive technique
based on the use of coaxial applicator for sending and
receiving the electromagnetic signal. Then, we record the
synthetic reflected signal from cancerogenous and non-
cancerogenous tissues for different sizes and locations of
the tumor to form the signal database in order to train
various deep learning architectures for classification. We
show the effectiveness of the proposed method by reporting
its classification performance.

II. INTRODUCTION

Globally, breast cancer is the most common type of cancer
among women. Each year, 1.1 million women are diagnosed
with cancer, %23 of them are breast cancer. Every year more
than 411,000 women die from breast cancer, corresponding
to %1.6 of all deceased women [1]. Cancer is treateble
when detected in early stage. People have better survivability
rates when cancer detected earlier. Therefore since the 1960s,
regular screening is thought to reduce the fatal effect on breast
cancer. X-ray mammography is the primary method used for
the detection and imaging of breast cancer. However, breast
compression during imaging and low-power ionized X-rays are
the major disadvantages of mammography. Although magnetic
resonance imaging and ultrasound imaging are relatively better
than mammography, they are not sufficient for small size
tumor detection. An important consequence of these studies
is that early detection of breast cancer significantly improves
treatment outcomes and reduces the rate of death that justifies
regular screening [2], [3].

III. DILECTRIC PROPERTIES OF BREAST TISSUE

The permittivity and conductivity values of the breast tissue
are very important for cancer detection using microwaves.
Permittivity (ε) and conductivity (σ) values differ as frequency
values change. For example, the electrical properties of the
breast and tumor tissues have different values at different fre-
quencies [4]. At the same time, cancer tumors show different
conductivity and permeability compared to their environment.
This allows tumors to be distinguished from healthy tissues.
Permittivity and conductivity values used in this project are
given in table 1 [5] [6].

Table 1: Electrical properties of biological tissues [5]
Electrical Properties

Tissue Type Permittivity
(ε)

Conductivity
(σ)(S/m)

Permeability
(µ)

Breast Tissue 9.8-46 3.7-34
(S/m)

1

Malignant Tissue 66.7-55.4 1.6-9.2
(S/m)

1

IV. DESIGN

The simulation was performed in COMSOL Multiphysics.
As the model was symmetrical, the design was made as 2D
axisymmetric. A 2D model of the breast tissue with tumor and
the coaxial probe is shown in Figure 1. The designed coaxial
cable operates at a frequency of 2.45 GHz.

It is very important to keep the S11 parameter under -10 dB.
Coaxial cable is used as a non-destructive detection [7]. Firstly,
the biological tissue parameters that are the permittivity and
the conductivity modeled were entered. Tumors were added to
the breast tissue to evaluate the results at different distances to
the coaxial cable. The resulting S11 parameter was compared.
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Fig. 1. Simulation design

V. RESULTS

In this study, simulations were performed for 2 different
coaxial cables. These cables are labeled as S15 and M25 [8].
The dimensions of the cables are given in Table 2. Simulations
were performed for the same tissues for these two different
coaxials selected [8].

Table 2: Diameters of coaxial cables [8]
Cable Properties

Cable
Type

Center Conduc.
Diam. (mm)

Insulator Outer
Diam. (mm)

Outer Coax.
Diam. (mm)

S15 3 10 18
M25 5 15 21

The return loss (parameter S11) obtained for the coaxial
named M25 and S15 are as shown in the Figure.2 and Figure.3.
The cancer tissue was modeled at different distances and
simulation was performed for each distance.

Fig. 2. M25 cable results

Figure 4 shows the change in the phase of the S11 parameter
depending on the distance of the tumor. In the simulation, 1 W
and 5 W values were used as input power and the differences
were examined.

Fig. 3. S15 cable results

Fig. 4. Phase vs. position at 2 GHz and 500 MHz frequency

VI. CONCLUSION

Preliminary results suggest that it is possible to easily detect
malignant tumors, especially the ones closer to the surface. It
looks possible to locate the tumors by observing the phase of
S11 reflection parameter. Low frequency microwave performs
better against dielectric losses. In the future, time domain
feature of the system will be examined and deep learning
technique will be performed to estimate the shape and the
location of the tumor.
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